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## Résumé

Ce mémoire se focalise sur les systèmes de communication sans fil ayant plusieurs antennes en réception et en émission. D'abord, on étudie les performances de ces systèmes en se basant sur un schéma de multiplexage spatial en transmission et sur un détecteur ML en réception. On en déduit une bonne approximation de la probabilité d'erreur conditionnelle pour un canal quasi statique. Cette approximation est obtenue dans le cas où différentes modulations sont appliquées sur les antennes de transmission et pour toute configuration de canal MIMO.

Ensuite, on met en avant des techniques adaptatives pour les systèmes MIMO : modulation adaptative et sélection d'antennes. La première adapte les modulations en émission en fonction des conditions radio afin de maximiser l'efficacité spectrale tout en respectant une contrainte sur la probabilité d'erreur. Alors que la deuxième, sélectionne un sous ensemble d'antennes actives pour optimiser le critère de sélection (par exemple : maximiser la capacité, etc.) étant donnée une estimation de canal. Les deux techniques adaptatives ont besoin d'une métrique pour évaluer les performances du système MIMO. On propose donc un nouveau schéma de modulation adaptative et un nouvel algorithme de sélection d'antennes où l'approximation de la probabilité d'erreur obtenue précédemment est utilisée comme métrique.

Finalement, on considère la quantification des canaux MIMO. Cette quantification, ou dans notre terminologie classification, permet de faire une partition de l'ensemble des canaux MIMO en des classes différentes, où chaque classe est identifiée par un représentant. Cette méthode peut être utilisée pour les techniques adaptatives afin de trouver le meilleur jeu de paramètre. Dans ce chapitre, on décrit $l^{\prime}$ algorithme de classification et on illustre son application pour les systèmes MIMO à boucle fermée comme le " beamforming ".

## Thesis abstract

This thesis report focuses on wireless communication systems with multiple transmit and multiple receive antennas. At first, we study the performance of such systems assuming a spatial multiplexing scheme at the transmitter and an ML detection at the receiver. We derive an accurate approximation for the conditional error probability on a quasi static channel. This approximation is computed when distinct modulations are applied on the transmit antennas and for any MIMO channel configuration.

Then, we outline some adaptive techniques for MIMO systems: adaptive modulation and antenna selection. The first one adjusts the modulations on transmit antennas according to the channel conditions in order to maximize the spectral efficiency while satisfying a constraint on error probability. The second technique selects the set of active antennas to optimize the chosen selection criterion (e.g. maximize the capacity, etc) providing a channel estimation. Both adaptive techniques need a relevant matric to evaluate the MIMO system performance. We propose a new adaptive modulation scheme and antenna selection algorithm where the derived error probability approximation is used as a selection metric.

Finally, we consider the quantization of MIMO channels. This quantization, in our terminology classification, allows the partitioning of MIMO channels set into different classes, where each class is identified by a representative. This method could be used for adaptive techniques to find the best adjustable parameters. We describe our MIMO classification algorithm and we illustrate its application for closed-loop MIMO systems, e.g beamforming.
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## Introduction

Next generation wireless systems require considerably high data rates and transmission reliability. In a conventional communication system using one antenna at the transmitter and the receiver (Single Input Single Output (SISO)), the achievable capacity is directly limited by the transmitted power and the available spectrum bandwidth. Therefore, the use of SISO architecture for future wireless systems requires large modulation sizes and higher power devices. In order to cope with these limitations, the use of multiple antennas at each side (Multiple Input Multiple Output (MIMO)) was suggested. In fact, the channel capacity achieved by MIMO systems was shown to increase proportionally to the minimum number of antennas at the transmitter and at the receiver. That's why, the integration of MIMO technology into 3GPP for mobile wireless communications is currently under way with HSDPA/HSUPA standards. MIMO technique can also be used in conjunction with OFDM, and is part of the broadband WMAN standard IEEE 802.16 and will also be part of the high-throughput WLAN standard IEEE 802.11n.

However, MIMO systems are sensitive to fading radio conditions. So, they need robust and spectrally efficient communication mechanisms, e.g. the adaptive techniques. Most current systems do not assume any channel knowledge at the transmitter and hence could not adapt the data rate or the modulation of the transmission. These non-adaptive methods necessitate a fixed link margin to maintain acceptable performance when the channel quality is poor, and are thus designed for the worst case channel conditions, resulting in insufficient utilization of the full channel capacity. When channel knowledge is available at the transmitter (e.g. in TDD systems or more generally, when channel reciprocity can be assumed), it may be used in order to improve the overall throughput of the system. Adapting transmit characteristics to the signal fading allows the channel to be used more efficiently since power and rate can be adjusted to take advantage of favorable channel conditions. The basic idea behind adaptive transmission is to maintain a target quality of service ( QoS ) (e.g. error rate) by varying the transmitted power level, symbol transmission rate, constellation size, coding rate/scheme or any combination of these parameters. Without sacrificing the Bit Error Rate (BER) or Frame Error Rate (FER), these schemes provide high average spectral efficiency by transmitting at high data rates under favorable channel conditions and reducing the throughput as channel degrades. Adaptive modulation and coding (AMC) concept was specified for HSDPA by using computed look-up tables for different modulation and coding schemes.

The application of multiple antennas in wireless systems provide significant gains in both channel capacity and transmission reliability without any additional bandwidth. Nevertheless, increasing the number of antennas leads to an elevated hardware cost and signal processing
complexity. Antenna selection technique reduces these impacts by using less radio frequency (RF) chains (transmit amplifiers, digital-to-analog converters, etc.) while keeping the diversity gain. This technique adapts the subset of active transmit and/or receive antennas according to the channel conditions. Therefore, it is proposed for IEEE 802.11n standard.

The adaptive techniques allow to improve the MIMO system performance. But, they imply the search of the appropriate adaptive parameter(s) for each given channel. This fact increases the computation complexity of such systems especially when several possibilities for adaptive parameter(s) are available. To reduce this complexity, we propose to quantize the set of all MIMO channels and consequently to generate a discrete set of representatives. Then, we associate for each representative the optimal adaptive parameters that can be stored in look-up tables. Thus, it is possible to determine the best parameters for a given channel by considering its nearest representative. This MIMO classification concept could be also used in other applications that need some knowledge about channels at the transmitter, e.g. beamforming. In this case, the channel can be estimated by its representative.

## Thesis outline

In chapter 1, we start with a brief summary of wireless channel characteristics. Then, we focus on the wireless system which uses multiple antennas at the transmitter and at the receiver. First, we illustrate the conventional model for a such system. Second, we point out the advantages of using multiple antennas in terms of channel capacity and transmission reliability. Finally, we present for these systems a transmission scheme that will be adopted in our studies. Some assumptions and notations, used in the sequel, are also illustrated in this chapter.

In chapter 2, we present some mathematical tools (from lattices and number theory) that will be used in next chapters to study the performance of MIMO systems, in terms of error probability, and to design a classification algorithm for these systems. At first, we deal with the main lattice parameters. Then, we illustrate some mathematical concepts from the number theory allowing to study lattices, e.g. quadratic forms and lattice reduction. The notion of lattice codes is introduced and it will be considered to represent MIMO channels in next chapters. Finally, we expose two lattice decoder algorithms, using the ML criterion: sphere decoder based on Pohst enumeration and sphere decoder based on Schnorr-Euchner enumeration. The adaptation of both algorithms to lattice codes is also given. The representation of MIMO channels with lattice codes makes it possible to use lattice decoders in our transmission scheme.

In chapter 3, we study thanks to lattice theory, the performance (in terms of error probability) of a quasi-static uncoded multiple antenna system. The system model described in the first chapter is assumed. At first, we show how a MIMO channel, described by its channel matrix, can be associated to a lattice code (or lattice constellation). After that, we present our accurate approximation of the conditional error probability for MIMO channels with more receive than transmit antennas. This approximation is derived in the general case where distinct modulations are applied on transmit antennas. The proposed bound is validated by comparing its analytical expression to Monte-Carlo simulation results for different modulation and antenna configurations. Next, we give a generalization of this approximation for any number of trans$\mathrm{mit} /$ receieve antennas and we present an existing generalized sphere decoder algorithm. This decoder is then used in the transmission scheme to validate our approximation by comparison
to Monte-Carlo simulation results.
In chapter 4, we propose a new adaptive modulation scheme as well as a new antenna selection algorithm. Both techniques use the accurate approximation of the conditional error probability in a MIMO system, derived in chapter 3, as a metric to select the best parameters, namely modulation size and antenna set for transmission. We start by detailing our adaptive modulation scheme for MIMO systems. Next, we compare by simulations the performance of the proposed adaptive modulation technique to that of the non-adaptive systems in terms of spectral efficiency. Our adaptive scheme is compared also to another one based on a simple bound for the lattice associated to the MIMO channel. Then, we focus on the antenna selection technique. We study the impact of this technique on the diversity order for SIMO systems. Next, we introduce our proposed selection criterion and other existing selection criteria. Finally, we point out the advantage of the antenna selection (with different selection criteria) while comparing the achieved performance to that without selection, assuming the same number of active antennas. We also compare the performance obtained with our proposed selection criterion to other existing criteria for different receiver schemes (optimal and sub-optimal receivers).

In chapter 5, we focus on the classification of MIMO channels by considering their associated Hermitian forms. First, we introduce the MIMO system model on which the classification will be based. Second, we illustrate some basic notions from algebra and differential geometry that will be used in our classification algorithm. Third, we detail our classification algorithm that is proposed firstly for MIMO channels and is extended, then, to lattices. To design this algorithm, we propose a new metric to compute the distance between Hermitian forms. This metric is compared to the natural one based on the Euclidean distance by illustrating the behavior of classification parameters (e.g. centroids, classes population, etc). After that, we validate our classification by measuring the resemblance between the channels and their representatives (e.g using Voronoi regions, error probabilities). Finally, we consider this classification for closedloop MIMO systems. We focus on beamforming technique where each channel is estimated by its representative at the transmitter. The classification approach for beamforming is compared in performance with the case where a perfect estimation is assumed at the transmitter. In addition, an application of the classification to coded MIMO systems is outlined.

## Chapter 1

## An overview of MIMO wireless systems

## Introduction

In recent years, wireless communication devices have become more and more popular since they allow users to communicate with each other independently from their locations. At the same time, the demand for high data rate and reliable radio systems has grown. Unfortunately, the design of systems satisfying these requirements is difficult in traditional wireless channel using one antenna at the transmitter and at the receiver. Indeed, due to the fading caused by multiple reflections of the transmitted signal, the reliability of these systems is not guaranteed during the communication. In addition, the capacity of such systems is limited. To cope with these limitations, the use of multiple antennas at both sides is a promising solution. In fact, increasing the number of antennas leads to important benefits regarding the reliability and the transmission throughput.
This chapter gives an overview for multiple antenna systems. It also introduces their important parameters which are necessary for the next chapters.

Section 1.1 deals with wireless channels. At first, we briefly discuss the main known problem for such channels which is fading. Then, we present a basic model for the fading in traditional wireless channel. Finally, we point out different types of time-variation wireless channel.
Section 1.2 focuses on a particular example of wireless channel: multiple antenna channel. The conventional model for such system is introduced at the beginning of this section. Then, the advantages of using multiple antennas in terms of channel capacity and reliability are discussed. At the end, different transmission schemes were proposed in the literature for MIMO systems. Section 1.3 describes the scheme that is adopted in our studies.

### 1.1 The wireless channel

The wireless channel is the channel that uses radio waves to transmit data between two devices, namely the transmitter and the receiver. It is characterized by its random time-variation variable, called fading. At the receiver, the channel fading is seen as a multiplicative process that affects the transmitted signal. In practice, the radio signal reaches the receiver via different
paths (multi-path) that experience differences in attenuation, delay and phase shift. The superposition of these paths results in fading. Due to propagation delay, the fading is presented as a complex number with a phase and a magnitude that represents the channel distortion. Different statistical models are associated to the fading, depending on the propagation environment. In this section, we present a statistical model for the channel fading, which will be used later in our studies.

### 1.1.1 Statistical model for fading

Assume that there are many objects in the environment that scatter the radio signal before it arrives at the receiver. By the Central Limit Theorem, each component of the fading channel (real and imaginary parts) will be well-modelled as a Gaussian random variable. If there is no line-of-sight (LOS) between the transmitter and the receiver, then fading will have zero mean and phase evenly distributed between 0 and $2 \pi$. The magnitude of the channel fading will therefore be Rayleigh distributed. Calling this random variable $r$, it will have a probability density function (PDF)

$$
\begin{equation*}
p(r)=\frac{r}{\sigma_{r}^{2}} \exp \left(\frac{-r^{2}}{2 \sigma_{r}^{2}}\right), \quad r \geq 0 \tag{1.1}
\end{equation*}
$$

where $\sigma_{r}^{2}=E\left(r^{2}\right)$ is the mean received power.
In the presence of LOS, the fading channel has a non zero mean. Its magnitude follows a Rician distribution with a PDF expressed as

$$
\begin{equation*}
p(r)=\frac{r(K+1)}{\sigma_{r}^{2}} \exp \left(-K-\frac{(K+1) r^{2}}{2 \sigma_{r}^{2}}\right) I_{0}\left(r \sqrt{\frac{K(K+1)}{\sigma_{r}^{2}}}\right), r \geq 0, K \geq 0 \tag{1.2}
\end{equation*}
$$

where $I_{0}(x)$ is the zero ${ }^{\text {th }}$-order modified Bessel function defined as

$$
I_{0}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \exp (-x \cdot \cos (\theta)) d \theta
$$

and the parameter $K$ is the ratio of the power received via the LOS path to the power contribution of the non-LOS paths. When $K=0$, the Rician distribution (1.2) is reduced to the Rayleigh distribution (1.1).

### 1.1.2 Time selective fading, Frequency selective fading

As indicated before, the fading is a time varying effect. This variation is characterized by the channel coherence time, $T_{c}$, that serves as a measure of how fast the channel changes in time. In fact, the coherence time corresponds to the longest interval during which the channel is assumed to be constant.
Let's denote by $T_{s}$ (respectively $T_{f}$ ) the time needed to transmit a symbol (respectively a frame). Using these parameters, different channel models could be distinguished:

- Ergodic: When $T_{c}=T_{s}$, the channel is said to be ergodic. In this case, each transmitted symbol is associated with a new realization of the channel.
- Quasi-static : If the channel remains constant during one frame, i.e. $T_{c}=T_{f}$, the channel is called quasi-static.
- Block fading : When fading does not change during $N$ frame transmissions, the channel is said to be block fading. In this case, $T_{c}=N . T_{f}$. It is noted that a quasi static channel is also a block fading channel with $N=1$.

In the wireless channel, the multi-path propagation leads to a time delay spread to receive the different paths. This spread is characterized in the frequency domain by the coherence bandwidth, $B_{c}$. Indeed, $B_{c}$ is a measure of the range of frequencies over which the channel has approximately equal gain.

- When the signal bandwidth is comparable or less than $B_{c}$, all the frequency components of the transmitted signal undergo the same attenuation, the channel is said to be flat or non-frequency selective fading.
- When the radio channel has different gains within the signal bandwidth, a frequency selective fading is experienced.

As mentioned in section 1.1, fading causes attenuations and distortions for the transmitted signal. To combat this phenomenon and improve the reception of the transmitted signal, diversity techniques are used. These techniques consist in receiving and transmitting multiple versions of the same transmitted signal in a gainful manner. Diversity is obtained by different means [48]: frequency, time, code or space. One promising technique is spatial diversity, which is produced by the use of multiple antennas at the transmitter or/and at the receiver. The resulting wireless system is called MIMO channel. Next section provides some assumptions on MIMO channel and describes the multiple antenna channel model that will be used in our studies.

### 1.2 Multiple antenna channel

A multiple antenna channel, known also as MIMO channel, is a wireless channel with multiple transmit and receive antennas. The use of multiple antennas provides two types of gain: diversity gain and channel capacity gain. The first one will be further examined in section 1.2.2. The second gain will be illustrated in section 1.2.3.

### 1.2.1 General model for multiple antenna channel

Let $n_{t}$ and $n_{r}$ be the number of transmit and receive antennas, respectively. A MIMO channel, as given in Fig. 1.1, can be represented mathematically by an $n_{r} \times n_{t}$ complex matrix $\mathbf{H}=\left[h_{i j}\right]$.

$$
\mathbf{H}=\left[\begin{array}{llll}
h_{11} & h_{12} & \cdots & h_{1 n_{t}} \\
h_{21} & h_{22} & \cdots & h_{2 n_{t}} \\
\vdots & \vdots & \ddots & \vdots \\
h_{n_{r} 1} & h_{n_{r} 2} & \cdots & h_{n_{r} n_{t}}
\end{array}\right] \leftarrow 1^{r s t} \text { receive antenna }
$$

$\uparrow 2^{\text {nd }}$ transmit antenna


Figure 1.1: MIMO channel model with $n_{t}$ transmit and $n_{r}$ receive antennas.

The coefficient $h_{i j}$ denotes the single-input single-output (SISO) channel fading between the $j^{\text {th }}$ $\left(j=1,2, \ldots, n_{t}\right)$ transmit antenna and the $i^{\text {th }}\left(i=1,2, \ldots, n_{r}\right)$ receive antenna. The column vector $\mathbf{h}_{j}=\left[h_{1 j}, h_{2}, \ldots, h_{n_{r}}\right]^{T}$ is the single-input multiple-output (SIMO) channel produced by the $j^{\text {th }}$ transmit antenna through the $n_{r}$ receive antennas. The row vector $\mathbf{h}_{i}^{T}=\left[h_{i 1}, h_{i 2}, \ldots, h_{i n_{t}}\right]$ is the multiple-input single-output (MISO) channel that represents the different $n_{t}$ paths arriving to the $i^{\text {th }}$ receive antenna.

The rank of the MIMO channel corresponds to the number of independent signals that one may safely transmit through the MIMO system. It is determined by the algebraic rank of the $n_{r} \times n_{t}$ channel matrix, which is lower than $\min \left(n_{t}, n_{r}\right)$. A MIMO channel is said rank-deficient if $n_{t}>n_{r}$ and full rank otherwise.

### 1.2.2 Multiple antenna channel diversity

As mentioned before, the use of multiple antennas, sufficiently spaced to ensure independent fading between antennas, produces spatial diversity. This diversity is characterized by the number of independently fading branches, known as diversity order. Diversity order can be observed as the slope of the BER versus signal-to-noise ratio curve.

Two types of diversity are potentially provided by MIMO channels :

- Receive Diversity : The use of multiple antennas at the receiver produces a receive spatial diversity. The diversity order is equal to the number of receive antennas.
- Transmit diversity : It consists in sending the same information over different transmit antennas. The diversity order in this case is equal to the number of transmit antennas.

Thus, the diversity order in MIMO channels is equal to the product of both transmit and receive antenna numbers, if the channel between each transmit/receive antenna pair fades independently.

### 1.2.3 MIMO Information theory

Some performance limits of MIMO systems are given in this section in terms of spectral efficiency with reliability. These limits are derived thanks to the classical information theory initiated by Shannon in 1948 [53].

Let the random variables $\mathbf{x}$ and $\mathbf{y}$ be the input and the output of a memoryless wireless channel. The observation of the channel output $\mathbf{y}$ gives us an information about the variable $\mathbf{x}$. The mutual information $I(\mathbf{x} ; \mathbf{y})$ is defined by the information theory to measure the amount of information that $\mathbf{y}$ contains about $\mathbf{x}$. The maximization of the mutual information over all possible input distributions $p(\mathbf{x})$ determines the maximum data rate that a channel can support without error, also known as channel capacity. The channel capacity is then measured in bits per channel use. Commonly, it is represented within a unit bandwidth of the channel and it is measured in bits/s/Hz.

For a discrete memoryless channel, the channel capacity is defined by [16]

$$
\begin{equation*}
C^{i n s t}=\max _{p(\mathbf{x})} I(\mathbf{x} ; \mathbf{y}) \tag{1.3}
\end{equation*}
$$

When constraining the available power at the transmitter to $P_{T}$, the channel capacity becomes

$$
\begin{equation*}
C^{\text {inst }}=\max _{p(\mathbf{x}), E\left(\mathbf{x}^{+} \mathbf{x}\right) \leq P_{T}} I(\mathbf{x} ; \mathbf{y}) \tag{1.4}
\end{equation*}
$$

In [21] and [59], the capacity of MIMO channel were evaluated for different channel timevariations (ergodic and non-ergodic). Next sections present the MIMO capacity and illustrate simulation results that outline the benefit of multiple antenna systems.

### 1.2.3.1 Ergodic capacity

To show the gain offered by the use of multiple antennas at both sides in terms of capacity, we begin with fundamental results derived for single antenna (SISO) or multiple antennas at one side (SIMO or MISO) wireless systems.

In the following, we assume that the channel is ergodic and flat fading. Perfect CSI (Channel State Information) is available only at the receiver and the transmitter is constrained in its total power to $P_{T}$, i.e. $E\left(\mathbf{x}^{\dagger} \mathbf{x}\right) \leq P_{T}$. The ergodic capacity is defined as the expectation of the instantaneous channel capacity (1.4) over the distribution of the elements of the channel matrix H

$$
\begin{equation*}
C^{\text {erg }}=E_{\mathbf{H}}\left\{\max _{p(x), E\left(x^{+} x\right) \leq P_{T}} I(\mathbf{x} ; \mathbf{y})\right\} \tag{1.5}
\end{equation*}
$$

## Capacity of SISO channel

For a memoryless SISO system ( $n_{t}=n_{r}=1$ ), the channel matrix $\mathbf{H}$ is reduced to a scalar complex variable $h$. The ergodic capacity is given by

$$
\begin{equation*}
C_{S I S O}^{\text {erg }}=E_{h}\left\{\max _{p(x), E\left(|x|^{2}\right) \leq P_{T}} I(x ; y)\right\} \tag{1.6}
\end{equation*}
$$

For a SISO channel, the ergodic capacity (1.6) can be written as [21]

$$
\begin{equation*}
C_{S I S O}^{e r g}=E_{h}\left\{\log _{2}\left(1+\rho|h|^{2}\right)\right\}, \tag{1.7}
\end{equation*}
$$

where $\rho$ denotes the average Signal-to-Noise Ratio (SNR) per receive antenna.
If we assume $|h|^{2}=1$, the instantaneous capacity equals $C_{\text {SISO }}^{\text {inst }}=\log _{2}(1+\rho)$. It increases slowly with respect to the SNR, according to the logarithm of $(1+\rho)$. For high SNR, it is noticed that a gain of 3 dB on $\rho$ will provide only one bit increase in capacity.

When the channel gain amplitude $|h|$ is Rayleigh distributed, $|h|^{2}$ follows a chi-squared distribution with two degrees of freedom [48] which leads to an exponential distribution. Equation (1.7) can then be written as [21]

$$
\begin{equation*}
C_{\text {SISO }}^{\text {erg }}=E_{h}\left\{\log _{2}\left(1+\rho \chi_{2}^{2}\right)\right\}, \tag{1.8}
\end{equation*}
$$

where $\chi_{2}^{2}$ is a chi-square distributed random variable with two degrees of freedom.

## Capacity of SIMO and MISO channels

Consider a SIMO channel $\mathbf{h}=\left[h_{1}, h_{2}, \ldots, h_{h_{r}}\right]$, with a single transmit and $n_{r}$ receive antennas. The capacity under ergodicity assumption is given by [21], [45]

$$
\begin{equation*}
C_{\text {SIMO }}^{\text {erg }}=E_{\mathbf{h}}\left\{\log _{2}\left(1+\rho \sum_{i=1}^{n_{r}}\left|h_{i}\right|^{2}\right)\right\} \tag{1.9}
\end{equation*}
$$

Like in the SISO case, if we assume that $\mathbf{h}$ satisfies $\left|h_{i}\right|=1, i=1, \cdots, n_{t}$, then the instantaneous capacity becomes $C_{\text {SIMO }}^{\text {inst }}=\log _{2}\left(1+\rho n_{r}\right)$. Thus, the addition of receive antennas only results in a logarithmic increase of the capacity with the SNR.

With optimal combining at the receiver, the capacity of a Rayleigh fading SIMO channel can be expressed as [21]

$$
\begin{equation*}
C_{S I M O}^{e r g}=E_{\mathbf{h}}\left\{\log _{2}\left(1+\rho \chi_{2 n_{r}}^{2}\right)\right\} \tag{1.10}
\end{equation*}
$$

where $\chi_{2 n_{r}}^{2}$ is a chi-squared distributed random variable with $2 n_{r}$ degrees of freedom.

When multiple antennas are employed only at the transmitter, the capacity of the MISO channel is given by [21], [45]

$$
\begin{equation*}
C_{\text {MISO }}^{\text {erg }}=E_{\mathbf{h}}\left\{\log _{2}\left(1+\frac{\rho}{n_{t}} \sum_{i=1}^{n_{t}}\left|h_{i}\right|^{2}\right)\right\} \tag{1.11}
\end{equation*}
$$

If $\left|h_{i}\right|=1, i=1, \cdots, n_{t}$, then the instantaneous capacity is equal to $C_{\text {MISO }}^{\text {inst }}=\log _{2}(1+\rho)$. There is no gain in capacity over a SISO channel. By comparing equations (1.11) and (1.9) and assuming the same total number of antennas, it is clear that $C_{\text {MISO }}$ is lower than $C_{\text {SIMO }}$ when CSI is not available at the transmitter.

## Capacity of MIMO channel

The average capacity of a random ergodic MIMO channel is given by [59]

$$
\begin{equation*}
C_{M I M O}^{\text {erg }}=E_{\mathbf{H}}\left\{\max _{p(\mathbf{x}) ; \operatorname{tr} \mathbf{( \mathbf { Q } ) \leq P _ { T }}} I(\mathbf{x} ; \mathbf{y})\right\}, \tag{1.12}
\end{equation*}
$$

where $\mathbf{Q}=E\left(\mathbf{x x}^{\dagger}\right)$ is the transmit signal covariance matrix, and $\operatorname{tr}(\mathbf{Q})=E\left(\mathbf{x}^{\dagger} \mathbf{x}\right)$ denotes the trace of $\mathbf{Q}$.

The mutual information is maximized for a zero mean circularly symmetric complex Gaussian distributed input [59]. The capacity is then given by

$$
\begin{equation*}
C_{\text {MIMO }}^{\text {erg }}=E_{\mathbf{H}}\left\{\log _{2}\left(\operatorname{det}\left(\mathbf{I}_{n_{r}}+\frac{1}{2 N_{0}} \mathbf{H Q H}^{\dagger}\right)\right)\right\} \tag{1.13}
\end{equation*}
$$

When no CSI is available at the transmitter, the available power $P_{T}$ can be uniformly distributed among the transmit antennas. For uncorrelated channel, the transmit covariance matrix is equal to $\mathbf{Q}=\frac{P_{T}}{n_{t}} \mathbf{I}_{n_{t}}$ and the corresponding channel capacity becomes

$$
\begin{equation*}
C_{\text {MIMO }}^{\text {erg }}=E_{\mathbf{H}}\left\{\log _{2}\left(\operatorname{det}\left(\mathbf{I}_{n_{r}}+\frac{P_{T}}{2 N_{0} n_{t}} \mathbf{H} \mathbf{H}^{\dagger}\right)\right)\right\} \tag{1.14}
\end{equation*}
$$

Let $\rho=\frac{P_{T}}{2 N_{0}}$ be the average SNR per receive antenna. For optimal combining between $n_{r}$ antennas at the receiver, the capacity can be written as [21], [59]

$$
\begin{equation*}
C_{\text {MIMO }}^{\text {erg }}=E_{\mathbf{H}}\left\{n_{t} \log _{2}\left(1+\frac{\rho}{n_{t}} \chi_{2 n_{r}}^{2}\right)\right\} \tag{1.15}
\end{equation*}
$$

By the law of large numbers, the term $\frac{1}{n_{t}} \mathbf{H H}^{+} \rightarrow I_{n_{r}}$ as $n_{t}$ gets larger and $n_{r}$ remains fixed [44], [35]. Thus, the ergodic capacity in this case is :

$$
C_{\text {MIMO }}^{\text {erg }}=E_{\mathbf{H}}\left\{n_{r} \log _{2}(1+\rho)\right\}
$$

Hence, the capacity reaches an asymptotic value for a fixed $n_{r}$. It is then unadvantageous to increase indefinitely the number of transmit antennas.

Further analysis of the MIMO channel capacity could be conducted by applying the singular value decomposition (SVD) to the channel matrix $\mathbf{H}$ [59], that is

$$
\mathbf{H}=\mathbf{U D V}^{\dagger} .
$$

The $n_{r} \times n_{r}$ and $n_{t} \times n_{t}$ complex matrices $\mathbf{U}$ and $\mathbf{V}$ are unitary and the $n_{r} \times n_{t}$ non-negative diagonal matrix $\mathbf{D}$ contains the singular values of the matrix $\mathbf{H}$. Substituting $\mathbf{H}$ by its decomposition in (1.14) leads to the following capacity expression:

$$
\begin{align*}
C_{\text {MIMO }}^{\text {erg }} & =E_{\mathbf{H}}\left\{\sum_{i=1}^{m} \log \left(1+\frac{\rho}{n_{t}} \lambda_{i}\right)\right\} \\
& =\sum_{i=1}^{m} E_{\lambda_{i}}\left\{\log \left(1+\frac{\rho}{n_{t}} \lambda_{i}\right)\right\} \tag{1.16}
\end{align*}
$$

where $\left(\lambda_{i}\right)_{1 \leq i \leq m}$ are the square of the non-zero entries of the diagonal matrix

$$
\mathbf{D}=\operatorname{diag}\left(\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}, \ldots, \sqrt{\lambda_{m}}, 0, \ldots, 0\right)
$$

and $m=\min \left(n_{t}, n_{r}\right)$ is equal to the channel rank. We can deduce that the total capacity of a given MIMO channel $\mathbf{H}$ is made up by the sum of $m$ parallel independent AWGN SISO sub-channels, whose channel gain equals respectively $\sqrt{\lambda_{i}}, i=1, \ldots, m$. Consequently, the MIMO capacity grows linearly with $m=\min \left(n_{t}, n_{r}\right)$ rather than logarithmically [21], [59].

In case of perfect CSI at the transmitter, the optimal transmitted power is not uniformly distributed but is optimized according to the water-filling algorithm [12], [21], [59]. The resulting capacity is then given by

$$
\begin{equation*}
C_{M I M O}^{\text {erg }}=E_{\mathbf{H}}\left\{\sum_{i=1}^{m} \log _{2}\left(\mu \lambda_{i}\right)^{+}\right\} \tag{1.17}
\end{equation*}
$$

where $\mu$ is chosen to satisfy

$$
\begin{equation*}
\rho=\sum_{i=1}^{m}\left(\mu-\lambda_{i}^{-1}\right)^{+} \tag{1.18}
\end{equation*}
$$

for each given channel $\mathbf{H}$. The notation $x^{+}$is defined as $\max (x, 0)$.
The impact of the channel knowledge at the transmitter is studied in the literature, e.g. [11], [12], [54]. Authors notice that the water-filling gains over equal power are significant at low SNR but converge to zero as the SNR increases.

Simulation results are depicted on Figs. 1.2 and 1.3 for i.i.d. Rayleigh fading ergodic channels for different scenarios of $\left(n_{t}, n_{r}\right)$ and different power allocation. The input variable $\mathbf{x}$ is supposed to be Gaussian distributed. When uniform power allocation is considered (1.14)), Fig. 1.2 shows the channel capacity as a function of the average SNR per receive antenna, $\rho$. Clearly, the use of multiple antennas increases the achievable rates on fading channels. At moderate to high SNRs, the capacity of a $n_{t}=n_{r}=4$ MIMO channel is about twice the capacity of a $2 \times 2$ system and 4 times the capacity of a $1 \times 1$ system. The slope of the capacity versus SNR is proportional to $\min \left(n_{t}, n_{r}\right)$.
As indicated above, the capacity of SIMO system is higher than MISO system for both cases $n=5$ and $n=3$, where $n=n_{t}+n_{r}$. The capacity gain achieved by the following MISO systems : $2 \times 1$ and $4 \times 1$, over SISO system $(1 \times 1)$ is not significant.

Figure 1.3 compares the capacity observed with two power allocation strategies: uniform power allocation and optimal power allocation based on water-filling algorithm. Both power allocations maintain the capacity proportional to the channel rank which is equal to $\min \left(n_{t}, n_{r}\right)$. However, an SNR gain is noticed while applying the optimal strategy. This gain is more significant at low SNR, especially for $4 \times 4$ system.

For slow-varying or block fading channel, the ergodicity property is not respected and the classical capacity definition is no longer appropriate. A new capacity definition for non ergodic


Figure 1.2: Capacity on an i.i.d Rayleigh fading ergodic channel (Gaussian input and uniform power allocation).
channel is introduced in [6], [4], [21], [59]: capacity is associated to outage probability. Capacity becomes a random variable which depends on the channel instantaneous response. Next section focuses on the capacity for non ergodic channel.

### 1.2.3.2 Outage capacity/outage probability

The capacity under channel ergodicity is defined as the average of the maximal value of the mutual information between the transmitted and the received signal. A closed-form expression for the capacity assuming a perfect CSI at the receiver is given by equation (1.14). However, real communication systems transmit blocks of information within a limited time duration. This duration is not long enough to contain a statistically representative set of propagation conditions and the channel is non ergodic. In this case, another definition of channel capacity is frequently used that is outage capacity. With this definition, the channel is characterized by an outage probability [21], [59]. The capacity is treated as a random variable which depends on the channel instantaneous response. The outage probability is the probability that the channel capacity falls below the effective bit rate $R$ that the system is trying to transmit[59].

$$
P_{\text {out }}(R)=\inf _{\mathbf{Q}, \operatorname{tr}(\mathbf{Q}) \leq P_{T}} P(C(\mathbf{Q}, \mathbf{H})<R),
$$

where

$$
C(\mathbf{Q}, \mathbf{H})=\log _{2} \operatorname{det}\left(I_{n_{r}}+\mathbf{H} \mathbf{Q} \mathbf{H}^{\dagger}\right)
$$



Figure 1.3: Capacity on an i.i.d Rayleigh fading ergodic channel, Gaussian input. Uniform power allocation (unif), optimal power allocation (wf).

Thus, the outage probability is the probability that a certain rate can be supported. Alternatively, the outage capacity is defined as the rate for which the error probability of a frame (or codeword) is below a certain level.

In Fig. 1.4, the outage capacity is plotted for $2 \times 2$ and $4 \times 4 \mathrm{MIMO}$ systems as a function of the average received SNR per bit, $E_{b} / N_{0}$, where $E_{b} / N_{0}=n_{r} \rho / R$ and $E_{b}$ is the bit energy. The outage probability corresponding to the outage capacity for both cases is fixed to $5.10^{-2}$. For a given SNR, the transmit rate at which the error probability is below to $5.10^{-2}$ increases with the number of antennas.

The next section describes our MIMO transmission scheme and gives some assumptions and notations that will be adopted in the sequel.


Figure 1.4: Outage capacity in an i.i.d Rayleigh fading channel. Gaussian input and uniform power allocation. Outage probability $=5.10^{-2}$.

### 1.3 Description of our multiple antenna transmission scheme

In this section, we describe the transmission model that we considered in our studies. This model is depicted in Fig. 1.5 which shows an uncoded digital transmission system with $n_{t}$ transmit antennas and $n_{r}$ receive antennas. This model consists of a transmitter, a MIMO channel and a receiver. In chapters 3 and 4, the MIMO channel is assumed to be in row convention with a channel matrix of dimension $n_{t} \times n_{r}$.

For each channel use, the relationship between the receive and the transmit vectors is given by

$$
\begin{equation*}
\mathrm{r}=\mathrm{sH}+v, \tag{1.1}
\end{equation*}
$$

where $\mathbf{r}$ is the $n_{r}$ length receive complex vector, $\mathbf{s}$ is the $n_{t}$ length transmit vector, and $\boldsymbol{v}$ is the $n_{r}$ length additive white Gaussian noise vector.

The following subsections present the different blocks of the MIMO transmission model.

### 1.3.1 The transmitter: scheme and assumptions

The incoming binary data stream is mapped to $n_{t}$ complex modulation symbols $s_{k}, k=1, \ldots, n_{t}$ (e.g. quadrature amplitude modulation (QAM), phase shift keying (PSK)). In this mapping same or distinct modulations can be applied for the different $s_{k}$. The resulted symbols are demultiplexed to be sent independently and simultaneously on the $n_{t}$ transmit antennas. Such


Figure 1.5: MIMO system model with spatial multiplexing.
a transmission algorithm is referred in the literature as spatial multiplexing.
This scheme over MIMO channels increases the transmission rate linearly in the number of transmit-receive antenna pairs or $\min \left(n_{t}, n_{r}\right)$. In the sequel, square QAM modulation with Gray mapping is selected. The transmitted symbol $s_{k}$ belonging to a $M_{k}$-QAM modulation [48], $k=1 \ldots n_{t}$, is written as

$$
s_{k}=\mathfrak{R}\left(s_{k}\right)+\sqrt{-1} \mathfrak{I}\left(s_{k}\right) \in \mathbb{C}, \mathfrak{R}\left(s_{k}\right), \mathfrak{J}\left(s_{k}\right) \in\left\{ \pm 1, \pm 3, \cdots, \pm\left(\sqrt{M_{k}}-1\right)\right\}
$$

The average energy per transmit symbol is equal to

$$
\begin{equation*}
E_{s}=\frac{2}{3} \cdot(M-1), \tag{1.20}
\end{equation*}
$$

where $M$ stands for the modulation size. Figure 1.6 illustrates some examples of square QAM constellations, with Gray mapping. The average symbol energy, per complex dimension, for 4-QAM, 16-QAM and 64-QAM are respectively 2,10 and 42.

The $n_{t} \mathrm{QAM}$ constellations are not necessarily identical. Let $\mathrm{C}_{\mathrm{QAM}}$ be their Cartesian product. The projection of the multidimensional constellation $C_{\mathrm{QAM}}$ onto a plane could lead to a rectangular constellation. For example, if we assume the modulation combination (16-QAM,4-QAM) for a $2 \times 2$ MIMO system,

$$
\mathrm{C}_{\mathrm{QAM}}=\left\{\mathbf{s}=\left(s_{1}, s_{2}\right), s_{1} \in 16-\mathrm{QAM}, s_{2} \in 4-\mathrm{QAM}\right\}
$$

The observation of $\mathcal{C}_{\mathrm{QAM}}$ on the plane corresponding to $\mathfrak{J}\left(s_{1}\right)$ and $\mathfrak{R}\left(s_{2}\right)$ leads to the set of symbols illustrated by the rectangular constellation in Fig. 1.7.

### 1.3.2 The channel: model and assumptions

The MIMO channel is assumed to be uncorrelated frequency non-selective and quasi-static. The $n_{t} \times n_{r}$ MIMO channel matrix $\mathbf{H}=\left[h_{i j}\right]$ is constant during $T_{c}$ channel uses, where the integer $T_{c}$ is the channel coherence time and one time unit is equal to one transmission period. The coefficients $h_{i j}$ are independent zero-mean unit-variance complex Gaussian variables that take independent values each $T_{c}$ periods. The channel gains $\left|h_{i j}\right|$ are then Rayleigh distributed random variables with PDF given by (1.1).


Figure 1.6: Examples of square QAM constellation: 4-QAM, 16-QAM, and 64-QAM with Gray labelling.


Figure 1.7: Projection of multidimensional constellation (16-QAM,4-QAM) onto a plane.

### 1.3.3 The receiver: scheme and assumptions

At the receiver, additive thermal noise corrupts the received signal on the $n_{r}$ receive antennas. Detection and demapping operations are then performed to recover the transmit message.
Different detection schemes were proposed in the literature for spatial multiplexing systems. Most of them are linear equalization followed by quantization, nulling and cancelling (or decision feedback), and ML detection [61], [1]. The first two detectors are suboptimal but with lower complexity computation than the ML detector. Next subsections briefly describe the principles of such detectors that will be used in the sequel.

### 1.3.3.1 Sub-optimal receivers

## Linear equalization

In this case, the detection consists in applying at first an $n_{r} \times n_{t}$ equalizer matrix $\mathbf{G}$ to the received vector $r$. Then an estimate of the transmitted vector $s$ is obtained using the quantization operation, that is

$$
\hat{\mathbf{s}}=Q(\mathbf{r G})
$$

where $Q($.$) denotes the quantization operator.$
For zero-forcing (ZF) receiver, the equalization aims to null the inter-symbol interference. The equalizer matrix is given by the pseudo-inverse of the channel matrix $\mathbf{H}$ [32], [60] as

$$
\mathbf{G}_{Z F}=\mathbf{H}^{\dagger}\left(\mathbf{H H}^{\dagger}\right)^{-1}
$$

Therefore, the equalization results in

$$
\mathbf{r}_{Z F}=\mathbf{r G}_{Z F}=\mathbf{s}+v \mathbf{G}_{Z F}
$$

which is the transmitted vector $\mathbf{s}$ corrupted by the modified noise $\nu \mathbf{G}_{Z F}$.
The minimum mean-square error (MMSE) receiver searches to minimize the mean-square error given by

$$
E\left(\|\mathbf{r} \mathbf{G}-\mathbf{s}\|^{2}\right)
$$

The equalizer matrix is then given by [60]

$$
\mathbf{G}_{M M S E}=\mathbf{H}^{\dagger}\left(\mathbf{H} \mathbf{H}^{\dagger}+\frac{2 N_{0}}{E_{s} / n_{t}} I_{n_{t}}\right)^{-1}
$$

and the result of the MMSE equalization is

$$
\mathbf{r}_{M M S E}=\mathbf{r H}^{\dagger}\left(\mathbf{H} \mathbf{H}^{\dagger}+\frac{2 N_{0}}{E_{S} / n_{t}} I_{n_{t}}\right)^{-1}
$$

## Nulling and cancelling

Unlike the linear receiver, where detection is performed simultaneously for all vector symbols, nulling and cancelling (NC) approach, called also successive interference cancelling (SIC), is based on the decision-feedback method to detect each symbol separately (e.g V-BLAST [66], [22]). When a symbol is estimated, it is subtracted from the received vector $\mathbf{r}$ and the result is used to detect the next symbol, etc. To detect a particular symbol, the symbols that have not been detected yet are nulled via ZF or MMSE equalizer.
The presence of error detection could increase the interference when detecting the next symbols. That is why, the order in which the symbols are detected strongly impacts the performance of NC detector. In the case when symbols are detected in the order of decreasing SNR, the receiver is called Ordered Successive Interference Cancellation (OSuIC). In chapter 4, we consider the OSuIC, where the nulling operation is performed with MMSE equalizer. This detector is denoted MMSE-OSuIC.

### 1.3.3.2 ML detection

The optimal receiver, in terms of minimum error probability, is based on maximum likelihood (ML) detection. The detection looks for the vector $\hat{\mathbf{s}}$ that solves

$$
\hat{\mathbf{s}}=\arg \min _{\mathbf{s}}\|\mathbf{r}-\mathbf{s H}\|
$$

The search is performed exhaustively over all $\prod_{i=1}^{n_{t}} M_{i}$ candidate vectors $\mathbf{s}$, where $M_{i}$ is the modulation size applied on the $i^{\text {th }}$ transmit antenna.
The decoding complexity of the exhaustive ML receiver is exponential in $n_{t}$. Several algorithms were proposed in the literature to decrease this complexity. For example, the sphere decoder algorithm which finds the ML solution with a polynomial complexity with respect to the rank of the channel [1], [63].

### 1.3.3.3 Simulation results

Figures 1.8 and 1.9 compare the performance achieved with the different detection schemes for an uncoded $2 \times 2$ and $4 \times 4$ MIMO system with QPSK modulation applied on all transmit antennas. The performance are illustrated in terms of Bit Error Rate (BER) versus the average received SNR per bit, $E_{b} / N_{0}$. For both cases, it is clear that the best performance is obtained with the optimal receiver, i.e. ML, that provides a receive diversity equal to $n_{r}$. The system diversity is minimized with the Zero-Forcing linear receiver, that equals $n_{r}-n_{t}+1=1$ (when $n_{t}=n_{r}$ ) [65]. Finally, the MMSE-OSuIC receiver provides more than $n_{r}-n_{t}+1$ and lower than $n_{r}$ order diversity thanks to an ordering process.

In next chapters, the performance of wireless systems are evaluated with respect to the variation of the average received SNR per bit. Under the assumption mentioned in this section, the SNR is computed as follows

$$
\begin{equation*}
S N R=\frac{n_{r} \sum_{i=1}^{n_{t}} E_{S_{i}}}{2 \sum_{i=1}^{n_{t}} \log _{2}\left(M_{i}\right) N_{0}} \tag{1.21}
\end{equation*}
$$

where $E_{s_{i}}$ is the average energy per complex dimension of a symbol belonging to a QAM constellation of size $M_{i}$.

## Conclusions

This chapter introduced the MIMO system model that will be used in the sequel. To show the advantages of this system, it was compared to a SISO system. When employing a single antenna at the transmitter and at the receiver, the reliability is not guaranteed due to channel fading. To combat fading, we saw that using multiple antennas at both sides is beneficial, by creating a spatial diversity. Moreover, we outlined that multiple antennas do not only improve the reliability of wireless channel; but also, increase the channel capacity. We illustrated the performance of spatial multiplexing MIMO systems, in terms of error probability, with different receiver schemes (ZF, MMSE, OSuIC, and ML). We showed that the optimal one (ML receiver) achieves the full receive diversity. Finally, we provided the MIMO transmission scheme and some assumptions/notations adopted in our studies in the last section.


Figure 1.8: Average bit Error Rate of a $2 \times 2$ quasi-static MIMO Rayleigh channel. QPSK modulation on transmit antennas.


Figure 1.9: Average bit Error Rate of a $4 \times 4$ quasi-static MIMO Rayleigh channel. QPSK modulation on transmit antennas.

## Chapter 2

## Lattices and MIMO systems

## Introduction

Lattices and number theory provide powerful means to study MIMO channel properties and to deal with the performance of MIMO systems, their transmission schemes, etc. In particular, by exploiting lattice theory, many detectors are recently proposed for MIMO systems [23], [68], [67]. Like linear receivers, these detectors are designed with low complexity, but they approaches the performance of ML receiver. In this thesis report, lattice theory and number theory allow not only to study the performance of MIMO systems but also to design a MIMO classification algorithm.

This chapter provides the important parameters and concepts from lattices and number theory, which are necessary to understand the next chapters.
The first section focuses on lattices. Main lattice parameters are presented as well as some mathematical concepts from number theory allowing to deal with lattices, namely quadratic forms and lattice reduction. These concepts will be used in the next chapters.
Next, we present the definition and some properties of lattice codes (or lattice constellations). The notion of lattice code will be considered in next chapters to represent MIMO system and then to study their performance. Finally, section 2.2 describes two lattice decoder algorithms based on the ML criterion. In the next chapters, the representation of MIMO systems as lattice codes justifies the use of these decoders in our transmission scheme for the detection.

### 2.1 Generalities on lattices

This section introduces first the main lattice parameters. Then, we outline the relationship between quadratic forms and lattices. Next, some lattice reduction algorithms are presented. A finite set of a lattice, called lattice code, is after that focused. Finally, the last part gives a bound for the performance of $n$-dimensional lattices on an AWGN channel, assuming a ML detection.

### 2.1.1 Main lattice parameters

Let $K$ be a field, e.g. $K=\mathbb{R}$ the field of real numbers, or $K=\mathbb{C}$ the field of complex numbers. Let $A \subset K$ be a ring, e.g. $A=\mathbb{Z}$ the ring of integers, or $A=\mathbb{Z}[i]=\{a+i b \mid a, b \in \mathbb{Z}\}$ the ring of

Gaussian integers.

## Definition 1 (Lattice):

A lattice $\Lambda \subset K^{n}$, also called a point lattice, is a free $A$-module in $K^{n}$. An element belonging to $\Lambda$ is called a point or equivalently a vector. Any point $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \Lambda$ can be written as a linear combination of $m$ vectors ( $m \leq n$ )

$$
\mathbf{x}=\sum_{i=1}^{m} z_{i} \mathbf{v}_{i}
$$

where $\left(\mathbf{v}_{i}\right)_{1 \leq i \leq m}$ is an A-basis of $\Lambda$, and $\left(z_{i}\right)_{1 \leq i \leq m} \in A$. The components $\left\{v_{i j}\right\}_{j=1, \ldots, n}$ of the vector $\mathbf{v}_{i}$, $i=1, \ldots, m$, belong to the field $K$. The rank of the lattice is equal to $m$ which is the cardinality of the basis $\left(\mathbf{v}_{i}\right)_{1 \leq i \leq m}$. If $m=n$, the lattice is said to be of full-rank.

In the following, we assume that $m=n$. The lattice is viewed also as an infinite discrete additive group in $K^{n}$. The sum of two lattice vectors produces a new vector in $\Lambda$, both vectors $\mathbf{x}$ and $-\mathbf{x}$ belong to $\Lambda$ and the null vector $\mathbf{0}$ is a lattice point.

The minimum Euclidean distance between two lattice points $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\mathbf{x}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ is equal to

$$
d_{E m i n} \stackrel{\text { def }}{=} \min _{\mathbf{x} \neq \mathbf{x}^{\prime} \in \Lambda} \sqrt{\sum_{i=1}^{n}\left|x_{i}-x_{i}^{\prime}\right|^{2}}
$$

If $\mathbf{x}^{\prime}=\mathbf{0}, d_{\text {Emin }}$ is the minimum Euclidean norm of the non zero lattice points.
The canonical basis of the real Euclidean space $\mathbb{R}^{n}$ generates the so called integer lattice $\mathbb{Z}^{n}$, with $d_{\text {Emin }}=1$.

Definition 2 (Generator matrix):
The $n \times n$ matrix built from a basis of $\Lambda$ is called a generator matrix for $\Lambda$. In line convention, let $\mathbf{M}=\left[v_{i j}\right]_{1 \leq i \leq n, 1 \leq j \leq n}$, then the lattice is defined by

$$
\begin{equation*}
\Lambda=\left\{\mathbf{x}=\mathbf{z M}, \mathbf{z} \in A^{n}\right\} \tag{2.1}
\end{equation*}
$$

Therefore, we can see the lattice $\Lambda$ as a transformed version of the lattice $A^{n}$ by the linear transformation defined by the matrix $\mathbf{M}$. When column convention is assumed, i.e. the basis vectors form the columns of the generator matrix, a lattice point is defined by $\mathbf{x}^{\dagger}=\mathbf{M z}^{\dagger}$, where $\dagger$ denotes transpose conjugation operation. Throughout this chapter, the lattice is defined as in equation (2.1) and row convention is used.

For a given generator matrix $\mathbf{M}$, the lattice $\Lambda$ can be generated by any matrix $\mathbf{M}^{\prime}=\mathbf{U M}$, where $\mathbf{U}$ is a unimodular matrix with elements in $A$ and determinant satisfying $|\operatorname{det}(\mathbf{U})|=1$. The matrix $\mathbf{M}^{\prime}$ is then another generator matrix of $\Lambda$ obtained simply by the rotation of the ring $A^{n}$ via the transformation $\mathbf{U}$. The matrix $\mathbf{U}$ can be also viewed as the basis change from $\mathbf{M}$ to $\mathbf{M}^{\prime}$.

## Definition 3 (Gram matrix) :

The product $\mathbf{G}=\mathbf{M M}^{\dagger}$ is called a Gram matrix. Its elements $g_{i j_{1 \leq i \leq n, 1 \leq j \leq n}}$ are the inner product of pairs of vectors of the lattice basis, that is $g_{i j}=\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=\sum_{k=1}^{n} v_{i k} \overline{v_{j k}}$, where $\bar{x}$ denotes the conjugate of $x$. Therefore, $\mathbf{G}$ is Hermitian when $K=\mathbb{C}$ and symmetric when $K=\mathbb{R}$.

Geometrically, the diagonal elements of $\mathbf{G}\left(g_{i i}=\left\langle\mathbf{v}_{i}, \mathbf{v}_{i}\right\rangle=\left\|\mathbf{v}_{i}\right\|^{2}\right)$ are equal to the square norm of the basis vectors, whereas the other non diagonal elements $\left(g_{i j}{ }_{i \neq j}=\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle\right)$ correspond to the inter-vector angles.

If $\Lambda$ is a full rank lattice, then a generator matrix $\mathbf{M}$ of rank $n$ determines uniquely a positive definite Gram matrix G. However, a Gram matrix determines an infinite number of generator matrices which are, in fact, the rotated versions of the same lattice. Thus, two generator matrices $\mathbf{M}$ and $\mathbf{M}^{\prime}$ associated to the same Gram matrix are related by

$$
\mathbf{M}^{\prime}=\mathbf{M B}
$$

where $\mathbf{B}$ is a unitary matrix. In the real case, $\mathbf{B}$ is said to be an orthogonal matrix.
Definition 4 (Fundamental parallelotope and fundamental volume):
Let $\left(\mathbf{v}_{i}\right)_{1 \leq i \leq n}$ be a basis for the lattice. The parallelotope surrounded by the basis vectors

$$
\mathcal{P}(\Lambda)=\left\{\mathbf{x} \in K^{n} \mid \mathbf{x}=\sum_{i=1}^{n} \alpha_{i} \mathbf{v}_{i}, 0 \leq \alpha_{i}<1\right\}
$$

is a fundamental parallelotope. It is an example of a fundamental region for the lattice, such that one repetition of this region leads to the generation of a lattice point. Since different bases are possible for the lattice, the fundamental parallelotope is not unique. Its volume given by

$$
\operatorname{vol}(\Lambda) \stackrel{\operatorname{def}}{=}|\operatorname{det}(\mathbf{M})|=\sqrt{\operatorname{det}(\mathbf{G})}
$$

and it is independent from the basis choice. It is called fundamental volume and is the determinant of the lattice. When $|\operatorname{det}(\mathbf{M})|=1$, the lattice is said unimodular.

Definition 5 (Voronoi cells) :
Consider a point $\mathbf{x} \in \Lambda$ and delimit its neighborhood by mediating hyperplanes between $\mathbf{x}$ and all other lattice points. The obtained region is called Voronoi cell or Dirichlet region of $\mathbf{x}$ and is defined as

$$
\mathcal{V}(\mathbf{x})=\left\{\mathbf{y} \in K^{n}| | \mathbf{y}-\mathbf{x}\left|<\left|\mathbf{y}-\mathbf{x}^{\prime}\right|, \forall \mathbf{x}^{\prime} \in \Lambda\right\} .\right.
$$

The shape of Voronoi region does not depend on the lattice point $\mathbf{x}$. It depends only on the lattice structure and its volume equals $\operatorname{vol}(\Lambda)$.

Definition 6 (Lattice density and center density):
In lattice, the density $\Delta$ determines the fraction of the space covered by spheres of radius $\rho=\frac{1}{2} d_{\text {Emin }}$ and centered at lattice points, where $d_{\text {Emin }}$ denotes the minimum Euclidean distance of the lattice. The density $\Delta$ of a lattice is then defined by

$$
\begin{equation*}
\Delta=\frac{\text { volume of a packing sphere of radius } \rho}{\text { volume of a Voronoi cell }}=\frac{V_{n} \rho^{n}}{\operatorname{vol}(\Lambda)} \leq 1, \tag{2.2}
\end{equation*}
$$

where $V_{n}$ is the volume of unit sphere in $\mathbb{R}^{n}$, given by

$$
V_{n}=\pi^{n / 2} / \Gamma(n / 2+1)=\left\{\begin{array}{cl}
\frac{\pi^{n / 2}}{-n / 2)!} & , n \text { even } \\
\frac{2^{n} \pi^{(n-1) / 2(n-1) / 2)!}}{n!}, & n \text { odd }
\end{array}\right.
$$

The center density $\delta$ is defined by normalizing $\Delta$, that is

$$
\delta=\frac{\Delta}{V_{n}}=\frac{\rho^{n}}{\operatorname{vol}(\Lambda)}
$$

The center density determines the number of sphere centers, i.e. lattice points, per unit volume and it is used generally to compare lattices density in different dimensions.

The possible densest lattice packings are known in dimension $\leq 8$ [15]. For example, the densest lattice in dimension 1 is the integer lattice $\mathbb{Z}$ with $\Delta(\mathbb{Z})=1$. In 2 dimensions, the hexagonal lattice $A_{2}$ is the densest lattice with $\Delta\left(A_{2}\right)=\pi / \sqrt{12}$.

## Definition 7 (Fundamental gain) :

The density of $\Lambda$ and its error rate performance in presence of additive noise are also related to its fundamental gain (also known as Hermite constant) defined by the energetic ratio [15][20]

$$
\begin{equation*}
\gamma(\Lambda) \stackrel{\operatorname{def}}{=} \frac{d_{\text {Emin }}^{2}(\Lambda)}{\sqrt[n / 2]{\operatorname{vol}(\Lambda)}}=4 \sqrt[n / 2]{\delta} . \tag{2.3}
\end{equation*}
$$

The fundamental gain of the integer lattice $\mathbb{Z}^{n}$ is equal to $\gamma\left(\mathbb{Z}^{n}\right)=1$.

## Definition 8 (Kissing number):

For a lattice sphere packing, the kissing number is defined by the number of spheres tangent to one sphere. The kissing number is the same for all spheres in the case of lattice packing. It determines the number of points $\tau$ located at minimum distance from any lattice point.

For example, the kissing number for the integer lattice $\mathbb{Z}$ is 1 . It is equal to 240 for the densest lattice packing in dimension 8, called $E_{8}$.

Definition 9 (Theta series) :
Since a lattice is a discrete subgroup of $K^{n}$, the distribution of the Euclidean distances around a lattice point $\mathbf{x}$ does not depend on $\mathbf{x}$. It is uniquely determined by its lattice.
A lattice shell is defined as the set of lattice points lying at a distance $r$, called shell radius, from a lattice point $x$. Then, the Euclidean distance distribution is given by the radius of lattice shells and their population (number of points in a shell). Similar to the Hamming weight distribution of an errorcorrecting code defined over a finite field, the theta series $\Theta_{\Lambda}(z)$ of $\Lambda$ describes its Euclidean distance distribution

$$
\begin{equation*}
\Theta_{\Lambda}(z) \stackrel{\text { def }}{=} \sum_{x \in \Lambda} q^{\|x\|^{2}}=1+\tau q^{4 p^{2}}+\ldots \tag{2.4}
\end{equation*}
$$

where $q=e^{i \pi z}, i=\sqrt{-1}$ and $z$ is a complex variable. The theta series of highly structured lattices (e.g. integral lattices) is known for low dimensions [15].

Some simple examples are :

1. $\Lambda=\mathbb{Z}$

$$
\Theta_{\mathbb{Z}}(z)=\sum_{m=-\infty}^{+\infty} q^{m^{2}}=1+2 q+2 q^{4}+2 q^{9}+2 q^{16}+\ldots=\theta_{3}(z)
$$

where $\theta_{3}(z)$ is a Jacobi theta function. It is trivial to show that $\Theta_{\mathbb{Z}^{n}}(z)=\Theta_{\mathbb{Z}}(z)^{n}=\theta_{3}(z)^{n}$.
2. $\Lambda=\mathbb{Z}+1 / 2$ The theta series of the translated lattice $\mathbb{Z}+1 / 2$ is

$$
\Theta_{\mathbb{Z}+1 / 2}(z)=\sum_{m=-\infty}^{+\infty} q^{(m+1 / 2)^{2}}=2 q^{1 / 4}+2 q^{9 / 4}+2 q^{25 / 4}+\ldots=\theta_{2}(z),
$$

where $\theta_{2}(z)$ is also a Jacobi theta function.
3. $\Lambda=A_{2}$ the theta function of the hexagonal lattice is given by

$$
\Theta_{A_{2}}(z)=\sum_{x \in \Lambda} q^{\|x\|}=\theta_{3}(z) \theta_{3}(3 z)+\theta_{2}(z) \theta_{2}(3 z)=1+6 q+6 q^{3}+6 q^{4}+12 q^{7}+\ldots,
$$

where $Q(\mathbf{x})$ is the quadratic form associated to $A_{2}$.
The reader can check that the theta series exactly describes $A_{2}$ shells population and radius as illustrated in Fig. 2.2. If $\Lambda$ is a random lattice, then $\Theta_{\Lambda}(z)$ or at least all its terms up to $q^{C}$ can be determined using the Short vectors algorithm that solves $\|\mathbf{x}\| \leq$ C [46][47][14].

## Definition 10 (Equivalent lattices):

Two lattices $\Lambda_{1}$ and $\Lambda_{2}$ are said equivalent, if one lattice can be obtained from the other by a rotation or a reflection or a change of scale without changing the shape of the Voronoi region. Two generator matrices $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ of equivalent lattices are related by

$$
\mathbf{M}_{2}=c \mathbf{U M}_{1} \mathbf{B}
$$

where $c=\left(\frac{\left|\operatorname{det}\left(\mathbf{M}_{2}\right)\right|}{\left|\operatorname{det}\left(\mathbf{M}_{1}\right)\right|}\right)^{1 / n}$ is a constant corresponding to the scaling factor, $\mathbf{U}$ is an unimodular matrix that contains the coordinates of the basis given by $\mathbf{M}_{2}$ according to the basis $\mathbf{M}_{1}$ and $\mathbf{B}$ is a unitary matrix. For real case, $\mathbf{B}$ is associated to an isometry transformation, e.g. reflection, rotation, translation, ....

The Gram matrices of two equivalent lattices are related simply by

$$
\mathbf{G}_{2}=c^{2} \mathbf{U G}_{1} \mathbf{U}^{\dagger}
$$

If the scaling factor $c=1$, equivalent lattices $\Lambda_{1}$ and $\Lambda_{2}$ are called congruent. When $\mathbf{B}$ is the identity matrix and $c \neq 1, \Lambda_{2}$ is a scaled version of $\Lambda_{1}$. If $\mathbf{U}$ is the identity matrix and $c=1, \Lambda_{2}$ is a rotated version of $\Lambda_{1}$.

Figure 2.1 illustrates the integer lattice $\mathbb{Z}^{2}$ generated by the basis $\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$. Two equivalent lattices for $\mathbb{Z}^{2}$ could be obtained as follows

1. A simple rotation of the basis $\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$ using the orthogonal matrix

$$
\mathbf{B}=\left[\begin{array}{cc}
\cos (\phi) & -\sin (\phi) \\
\sin (\phi) & \cos (\phi)
\end{array}\right]
$$

with $\phi=30$, generates a new basis ( $\mathbf{w}_{1}, \mathbf{w}_{2}$ ) for the rotated version of $\mathbb{Z}^{2}$.
2. A scaled version of the lattice $\mathbb{Z}^{2}$ constructed via the basis $\left(\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}\right)$ is also depicted. The latter basis is obtained through the multiplication of the basis $\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$ by the scalar $c=1 / 2$.


Figure 2.1: (a) The integer lattice $\mathbb{Z}^{2}$. (b) A rotated version of the lattice $\mathbb{Z}^{2}$. (c) A scaled version of the lattice $\mathbb{Z}^{2}$.

- Example of a lattice in $\mathbb{R}^{2}$ : hexagonal lattice $A_{2}$

As an illustrative example for deterministic highly structured lattices, Fig. 2.2 shows the structure of the famous hexagonal lattice $A_{2}$. A generator matrix for $A_{2}$ is given by

$$
\mathbf{M}\left(A_{2}\right)=\left[\begin{array}{cc}
1 & 0 \\
1 / 2 & \sqrt{3} / 2
\end{array}\right]
$$

Some of the important lattice parameters are also depicted in Fig. 2.2. The minimum Euclidean distance between distinct lattice points is $d_{\text {Emin }}(\Lambda)=2 \rho$, where $\rho$ is the sphere packing radius associated to $\Lambda$ as shown in the upper left part of Fig. 2.2. According to the generator matrix $\mathbf{M}\left(A_{2}\right)$, we deduce that $d_{\text {Emin }}=2 \rho=1$ and $\operatorname{vol}\left(A_{2}\right)=\left|\operatorname{det}\left(\mathbf{M}\left(A_{2}\right)\right)\right|=\sqrt{3} / 2$.

Each lattice point has $\tau$ neighboring points located at minimum distance. For $A_{2}$, we have $\tau=6$. The Voronoi region $\mathcal{V}(\mathbf{x})$ of the lattice $A_{2}$ has six facets obtained by the six mediating segments with the nearest points. For higher order shells, let $\tau_{i}, i \geq 1$, be the number of points belonging to the $i^{\text {th }}$ shell and $d_{i}$ their Euclidean distance from the origin.
For $A_{2}$, we observe in Fig. 2.2 the $\left(\tau_{i}, d_{i}\right)$ first values illustrated in the table 2.1.

| Shell $i$ | $\tau_{i}$ | $d_{i}$ |
| :---: | :---: | :---: |
| 1 | 6 | $2 \rho$ |
| 2 | 6 | $2 \sqrt{3} \rho$ |
| 3 | 6 | $4 \rho$ |
| 4 | 12 | $2 \sqrt{7} \rho$ |

Table 2.1: Number of neighboring points and distances of the first shells for the lattice $A_{2}$.

Thus, the theta series for $A_{2}$ could be written as

$$
\begin{aligned}
\Theta_{A_{2}}(z) & =\sum_{\mathbf{x} \in \Lambda} q^{\|\mathbf{x}\|^{2}} \\
& =1+\tau_{1} q^{d_{1}^{2}}+\tau_{2} q^{d_{2}^{2}}+\tau_{3} q^{d_{3}^{2}}+\tau_{4} q^{d_{4}^{2}}+\ldots
\end{aligned}
$$

Replacing $\rho$ by its value, the first terms of the theta series for this example can be written as

$$
\Theta_{A_{2}}(z)=1+6 q+6 q^{3}+6 q^{4}+12 q^{7}+\ldots
$$

which corresponds to the expression given in Definition 9.


Figure 2.2: Structure of the hexagonal lattice $A_{2}$ in the real bidimensional space.

### 2.1.2 Lattices and quadratic forms

Quadratic form theory is a useful tool to study arithmetical properties of lattices in the Euclidean space. This theory will be used in the last chapter for MIMO channel classification.
This section gives at first the definition of the quadratic forms in real and complex spaces. Then, it describes the relationship between lattices and quadratic forms.

### 2.1.2.1 Definitions

Let $V$ be a vector space over a field $K$, mainly $K=\mathbb{R}$ or $\mathbb{C}$. An Hermitian form on a vector space $V$ over the field $K$ is a function $h: V \times V \rightarrow K$ such that for all $\mathbf{u}, \mathbf{v}, \mathbf{w} \in V$ and for all $\rho, \lambda \in K$, we have

1. $h(\lambda \mathbf{u}+\rho \mathbf{v}, \mathbf{w})=\lambda h(\mathbf{u}, \mathbf{w})+\rho h(\mathbf{v}, \mathbf{w})$
2. $h(\mathbf{u}, \mathbf{v})=\overline{h(\mathbf{v}, \mathbf{u})}$

If $K$ is the real field, the function $h$ is considered as a symmetric bilinear form.
A map $Q$ from $V$ to $K$ is called a quadratic form if the following conditions are satisfied:

1. $Q(\lambda \mathbf{u})=|\lambda|^{2} Q(\mathbf{u}), \forall \lambda \in K$ and $\forall \mathbf{u} \in V$
2. $h(\mathbf{u}, \mathbf{v})=\frac{1}{2}(Q(\mathbf{u}+\mathbf{v})-Q(\mathbf{u})-Q(\mathbf{v}))$ is an Hermitian or a symmetric bilinear form on $V$

If $V$ is of rank $n$ over the complex (respectively real) field and $\left(\mathbf{v}_{i}\right)_{1 \leq i \leq n}$ is a basis for $V$, the Hermitian form (respectively bilinear form) relative to this basis can be represented by an Hermitian (respectively symmetric) matrix $B$ with coefficients $b_{i j}=h\left(\mathbf{v}_{i}, \mathbf{v}_{j}\right)$. For $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right) \in V$, the associated quadratic form is given by

$$
Q(\mathbf{u})=\sum_{1 \leq i, j \leq n} b_{i j} u_{i} \overline{u_{j}}=\mathbf{u B u}^{+}
$$

### 2.1.2.2 Lattices as quadratic forms

In the following, we show how lattices and quadratic forms are related. Let us consider a free A module lattice $\Lambda$ generated by the basis vectors $\left(\mathbf{v}_{i}\right)_{1 \leq i \leq n}$ (forming the rows of a generator matrix $\mathbf{M}$ ). $A$ is the ring of integers or Gaussian integers. The squared norm of a lattice point $\mathbf{x}=\mathbf{z M}$ is defined as

$$
\begin{equation*}
\|\mathbf{x}\|^{2}=\mathbf{x x}^{\dagger}=\sum_{i=1}^{n} z_{i} \overline{z_{j}}\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=\mathbf{z G z} \mathbf{z}^{\dagger} \tag{2.5}
\end{equation*}
$$

The reader could notice that equation (2.5) defines a quadratic form, of the vector $\mathbf{z}$ associated with the Gram matrix $\mathbf{G}=\mathbf{M} \mathbf{M}^{\dagger}$ of the lattice. Therefore, an alternative approach to study a lattice $\Lambda$ consists in dealing with its corresponding quadratic form $Q_{\Lambda}$ defined by:

$$
\begin{equation*}
Q_{\Lambda}: A^{n} \rightarrow K: \mathbf{z} \mapsto \mathbf{z G z}{ }^{\dagger} \tag{2.6}
\end{equation*}
$$

where $\mathbf{G}$ is a Gram matrix for $\Lambda$.
For any lattice, $Q_{\Lambda}$ is a positive quadratic form, in particular, for all $\mathbf{z} \in A^{n}, Q_{\Lambda}(\mathbf{z})$ is positive.

Given the relationship between lattices and quadratic forms, it is possible to carry out computations on a lattice knowing only a Gram matrix and not necessarily a generator matrix. For example, the minimum squared Euclidean distance between any two points of $\Lambda$ is equivalent to the minimum of $Q_{\Lambda}$ in $A^{n}-\{0\}$, where $\mathbf{0}$ is the null vector of $A^{n}$.

Examples :

- $\Lambda=A_{2}$ : a quadratic form of the hexagonal lattice $A_{2}$ shown in Fig. 2.2 is

$$
Q_{A_{2}}(\mathbf{z})=z_{1}^{2}+z_{1} z_{2}+z_{2}^{2} .
$$

The Gram matrix relative to $Q_{A_{2}}$ is

$$
G_{A_{2}}=\left[\begin{array}{cc}
1 & 1 / 2 \\
1 / 2 & 1
\end{array}\right] .
$$

- $\Lambda=\mathbb{Z}^{n}$ : The $n$-dimensional cubic lattice $\mathbb{Z}^{n}$ generated by the identity matrix $\mathbf{I}_{n}$ can be represented by its associated quadratic form as

$$
Q_{\mathbb{Z}^{n}}(\mathbf{z})=z_{1}^{2}+z_{2}^{2}+\ldots+z_{n}^{2}
$$

The following section describes a useful tool which will be recalled in the last chapter.

### 2.1.3 Lattice reduction algorithms

Any lattice can be described by different bases. Given a lattice basis $\mathbf{M}_{1}$ and any unimodular matrix $\mathbf{U}(\mathbf{U}$ with entries in $A$ and $|\operatorname{det}(\mathbf{U})|=1)$ the product $\mathbf{M}_{2}=\mathbf{U} \mathbf{M}_{1}$ generates a new basis for the lattice $\Lambda$. Then, $\mathbf{U}$ is a basis change matrix. So, it is easy to verify that

$$
\left|\operatorname{det}\left(\mathbf{M}_{2}\right)\right|=\left|\operatorname{det}\left(\mathbf{U M}_{1}\right)\right|=\left|\operatorname{det}\left(\mathbf{M}_{1}\right)\right|=\operatorname{vol}(\Lambda)
$$

Among all lattice bases, some are better than others. The best bases are those whose elements are the shortest (i.e. having the lowest norm) and the most orthogonal (to each other). The lattice reduction is a old notion which consists in searching the best lattice basis, called reduced basis.

Figure 2.3 illustrates two bases for the 2-dimensional integer lattice $\mathbb{Z}^{2},\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right)$ and $\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$. Their corresponding generator matrices are respectively

$$
\mathbf{M}_{1}=\left[\begin{array}{ll}
3 & 2  \tag{2.7}\\
2 & 1
\end{array}\right] \quad \mathbf{M}_{2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

The basis $\mathbf{M}_{2}$ is obtained by multiplying the basis $\mathbf{M}_{1}$ by the matrix $\mathbf{U}, \mathbf{M}_{2}=\mathbf{M}_{1} \mathbf{U}$ where :

$$
\mathbf{U}=\left[\begin{array}{cc}
-1 & 2  \tag{2.8}\\
2 & -3
\end{array}\right]
$$

It is clear that the entries of $\mathbf{U}$ are in $\mathbb{Z}$ and $|\operatorname{det}(\mathbf{U})|=1$. The basis $\mathbf{M}_{2}$ is obtained by the


Figure 2.3: Integer lattice $\mathbb{Z}_{2}$. $\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$ : reduced basis, $\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right)$ : non reduced basis.
reduction of the basis $\mathbf{M}_{1}$.

The lattice reduction is used in conjunction with detector structures to improve performance. In [8], the authors show that the lattice decoder (VB and AEVZ) may be accelerated if the generator matrix is reduced. Conventional detection methods based on zero-forcing and minimum square error criterions have very low complexity but does not give the full diversity order. However, the application of lattice reduction with such detection schemes achieves the maximum receive diversity [68]. In our study, the lattice reduction will be used in chapter 5 to represent lattices with their reduced bases in order to classify them.

The main known reduction algorithms are illustrated in the following sub-sections.

### 2.1.3.1 Minkowski reduction

Let $\left(\mathbf{b}_{i}\right)_{1 \leq i \leq n}$ be a basis of a lattice $\Lambda$. This basis is said Minkowski reduced if the following holds:

1. $\mathbf{b}_{1}$ is a shortest vector in $\Lambda$
2. For $i \in\{2, \ldots, n\}, \mathbf{b}_{i}$ is a shortest vector in $\Lambda$ independent from $\left(\mathbf{b}_{j}\right)_{1 \leq j \leq i-1}$ such that $\left(\mathbf{b}_{j}\right)_{1 \leq j \leq i}$ can be extended to a basis of $\Lambda$.

Such a reduced form has found an application in the theory of numbers, but it is not useful computationally, and other classes of reduction were developed.

### 2.1.3.2 KZ reduction

Korkine-Zolotareff (KZ) reduction is a variant of Minkowski reduction that is more useful algorithmically. Consider a lattice $\Lambda$ with a basis $\left(\mathbf{b}_{i}\right)_{1 \leq i \leq n}$. This basis is KZ reduced, if

1. $\mathbf{b}_{1}$ is a shortest vector of $\Lambda$
2. Let $\Lambda_{i}$ be the lattice obtained by the projection of $\Lambda_{i-1}$ into the subspace of $\mathbb{R}^{n-i+1}$ orthogonal to $\mathbf{b}_{i-1}$, where $\Lambda=\Lambda_{1}$. The vector $\mathbf{b}_{i}$ should be a shortest vector of $\Lambda_{i}$.

### 2.1.3.3 LLL reduction

In 1982, Lenstra, Lenstra, and Lovasz succeeded in defining a new notion of reduction with a polynomial-time consuming algorithm. The LLL reduction is often used in situations where the KZ reduction would be too time-consuming.

Let $\left(\mathbf{b}_{i}\right)_{1 \leq i \leq n}$ be a basis of a lattice $\Lambda$. For LLL reduction, the basis vectors are considered pairwise, and each vector $\mathbf{b}_{i}$ is required to be the shortest in the two-dimensional projected lattice generated by $\mathbf{b}_{i}$ and $\mathbf{b}_{i+1}$. Since LLL reduction is local in nature, so the basis found does not necessarily include a shortest vector, but only an approximation of one.

For a two-dimensional real lattice $\Lambda$, the basis $\left(\mathbf{b}_{1}, \mathbf{b}_{2}\right)$ is LLL reduced iff

$$
\left\{\begin{array}{l}
\frac{\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle}{\left|\mathbf{b}_{1}\right|^{2}} \leq \frac{1}{2}  \tag{2.9}\\
\left|\mathbf{b}_{1}\right|^{2} \leq\left|\mathbf{b}_{2}\right|^{2}
\end{array}\right.
$$

where $\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle$ is the scalar inner product between the vectors $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$.
To guarantee a polynomial-time completion, (2.9) is relaxed to

$$
\begin{equation*}
\delta\left|\mathbf{b}_{1}\right|^{2} \leq\left|\mathbf{b}_{2}\right|^{2} \tag{2.10}
\end{equation*}
$$

where $0.5 \leq \delta \leq 1$. Often, $\delta=\frac{3}{4}$.
When $\Lambda$ is a complex lattice, $\left(\mathbf{b}_{1}, \mathbf{b}_{2}\right)$ is LLL reduced iff

$$
\left\{\begin{align*}
\mathfrak{R}\left(\frac{\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle}{\left\|\mathbf{b}_{1}\right\|^{2}}\right) & \leq \frac{1}{2}  \tag{2.11}\\
\mathfrak{J}\left(\frac{\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle}{\left\|\mathbf{b}_{1}\right\|^{2}}\right) & \leq \frac{1}{2} \\
\left\|\mathbf{b}_{1}\right\|^{2} & \leq\left\|\mathbf{b}_{2}\right\|^{2}
\end{align*}\right.
$$

where $\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle$ is the Hermitian inner product between the vectors $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$.

Now, let us generalize the conditions given in (2.9) to a basis $\mathbf{B}=\left(\mathbf{b}_{i}\right)_{1 \leq i \leq n}$ of dimension $n$. To do this, we need an orthogonalization of the basis B [14], for example the Gram-Schmidt orthogonalization of a basis $\mathbf{B}$ in an Euclidean space vector $E$. This process leads to an orthogonal basis $\left(\mathbf{b}_{i}^{*}\right)_{1 \leq i \leq n}$, such that

$$
\begin{equation*}
\mathbf{b}_{i}^{*}=\mathbf{b}_{i}-\sum_{j=1}^{i-1} \mu_{i j} \mathbf{b}_{j}^{*}, 1 \leq i \leq n \tag{2.12}
\end{equation*}
$$

where $\mu_{i j}=\frac{\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle}{\left|\mathbf{b}_{j}^{*}\right|^{2}}$. The vector $\mathbf{b}_{i}^{*}$ is the projection of $\mathbf{b}_{i}$ on the space spanned by $\left(\mathbf{b}_{j}\right)_{1 \leq j \leq i-1}$.
Let $\Lambda_{i}$ be the lattice defined by a pair of vectors $\mathbf{b}_{i}$ and $\mathbf{b}_{i+1}$. The orthogonal projection of $\Lambda_{i}$ into $\left(\mathbf{b}_{j}\right)_{1 \leq j \leq i-1}$ produces a lattice generated by the basis $b_{i}(i), b_{i+1}(i)$, such that $b_{i}(i)=b_{i}^{*}$ and
$b_{i+1}(i)=b_{i+1}^{*}+\mu_{i+1, i,} b_{i}^{*}$. The application of the conditions (2.9) and (2.10) for the pair of adjacent vectors ( $\mathbf{b}_{i}, \mathbf{b}_{i+1}$ ) gives the LLL basis reduction conditions

$$
\left\{\begin{array}{l}
\left|\mu_{i j}\right| \leq \frac{1}{2}, \text { for } 1 \leq i<j \leq n  \tag{2.13}\\
\delta\left|b_{i}^{*}\right|^{2} \leq\left|b_{i+1}^{*}+\mu_{i+1, b_{i}^{*}}\right|^{2}, \text { for } 1 \leq i<n
\end{array}\right.
$$

A basis $\mathbf{B}=\left(\mathbf{b}_{i}\right)_{1 \leq i \leq n}$ satisfying (2.13) is said to be LLL size-reduced.
Both Minkowski and KZ reduction algorithms may find the reduced basis but with an exponential complexity on lattice dimension. The last one, i.e. LLL reduction, does not guarantee to find the shortest lattice vectors. It generates in polynomial time a basis whose vectors are relatively short and orthogonal.

### 2.1.4 Lattice codes

A lattice code $C(\Lambda)$ is defined as a set of lattice points that are contained in a bounded support region of the field $K^{n}$ [58]. A support region is defined as a convex, measurable, nonempty bounded region of $K^{n}$ (e.g. a cube, a sphere, etc). In digital communication, this finite set is called as a signal constellation, or a multi-dimensional constellation $(n \geq 2)$ for real space.

Some lattice parameters can no longer be used when considering only a finite subset of the lattice. This fact is observed essentially by points which are located close to the borders of the constellation. It is more significantly experienced for small lattice codes (i.e. small cardinal) where a high number of points are lying in the borders. An example of a lattice parameter that depends on the position of the point within the constellation is the Voronoi region. If the point $\mathbf{x}$ lies close to the boundary of the support region, the Voronoi region of $\mathbf{x}$ may be larger than that of any lattice point [58] (see also Fig. 2.4). This implies that the minimum Euclidean distance of lattice code $d_{\text {Emin }}(C(\Lambda))$ is bigger than that of the lattice

$$
d_{E \min }(\Lambda) \leq d_{\text {Emin }}(C(\Lambda))
$$

Also, the distribution of the Euclidean distance around a point depends on its position (within the constellation) and on the constellation shape.
Figure 2.4 illustrates two examples of lattice codes $C_{1}$ and $C_{2}$ carved from the hexagonal lattice $A_{2}$. Their support regions are given respectively by the bases $\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$ and $\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right)$. For both examples, we plot the Voronoi regions of points $\mathbf{x}_{1} \in C_{1}$ and $\mathbf{x}_{2} \in C_{2}$, that are located at the border of the constellations. Clearly, both cells are larger than the one which is around any point in the lattice $A_{2}$ (see Fig. 2.2). The distribution of the Euclidean distance around the points $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ depends on the support region shape. Indeed, the kissing number $\tau\left(\mathbf{x}_{1}\right)$ is equal to 3, whereas $\tau\left(\mathbf{x}_{2}\right)=4$.
Hence, the performance of a lattice code on a Gaussian channel depends not only on the underlying lattice $\Lambda$ but also on the shape of the support region.

### 2.1.5 Lattice performance

This section presents a known bound on the error probability of $n$-dimensional lattices on an AWGN channel assuming ML detection.

(a) lattice codes carved from the lattice $A_{2}$ with support region is given by the basis $\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right)$

(b) lattice codes carved from the lattice $A_{2}$ with support region is given by the basis $\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right)$

Figure 2.4: Voronoi cells around points in lattice constellations carved from the hexagonal lattice $A_{2}$.

Due to the geometrical uniformity of $\Lambda$, the error probability $\operatorname{Pe}(\Lambda)$ does not depend on the transmitted point, e.g. $P e(\Lambda)=P e_{\mid 0} \leq \sum_{\mathbf{x} \neq 0} P(0 \rightarrow \mathbf{x})$, where $P(\mathbf{x} \rightarrow \mathbf{y})$ is the classical notation for the pairwise error probabilities (the probability that the received point is closer to the point $\mathbf{y}$ than to the transmitted point $\mathbf{x}$ ) and $P e_{\mid \mathbf{x}}$ is the error probability conditioned on the transmission of $\mathbf{x}$. The exact expression of the error probability is obtained by computing

$$
\operatorname{Pe}(\Lambda)=P e_{\mid 0}=1-\frac{1}{(\sigma \sqrt{2 \pi})^{n}} \int_{\mathcal{V}(0)} e^{-\|x\|^{2} / 2 \sigma^{2}} d x
$$

where $\mathcal{V}(0)$ is the Voronoi region around the origin $\mathbf{0}$. To evaluate the above expression, one should integrate over the Voronoi region.
It is well known in lattice theory [15] that integrating over any Voronoi region is an extremely difficult task. If integration is to be done numerically and if a random lattice is considered, one can imagine to determine a complete description of the Voronoi region via the Diamond Cutting Algorithm [62] and then integrate using the Gaussian distribution. Unfortunately, the task is still extremely complex. The integration must be done for all points in the case of a finite
constellation, or at least a large number of points if symmetry exists.
Hence, error rate $P_{e}(\Lambda)$ cannot be exactly computed by numerical integration that avoids Monte Carlo simulation. Under the assumption that all facets of the Voronoi region are created by lattice points lying on the first lattice shell, we have

$$
\begin{equation*}
\operatorname{Pe}(\Lambda) \leq \tau(\Lambda) \times \mathrm{Q}\left(\frac{d_{E \min }(\Lambda)}{2 \sigma}\right) . \tag{2.14}
\end{equation*}
$$

In the next chapters, we will consider lattice codes to represent MIMO channels. Therefore, it is possible to use the known lattice decoders in our transmission scheme to perform an ML detection with low complexity. The next section describes the most known lattice decoder algorithms and shows how they could be adapted to lattice codes.

### 2.2 Lattice decoder algorithms

Given an $n$-dimensional lattice $\Lambda$ and any vector $\mathbf{y}$ in the real Euclidean space $\mathbb{R}^{n}$, decoding consists in finding the closest lattice point to the vector $\mathbf{y}$. An exhaustive search of the closest point is an intractable solution having an exponential complexity on the dimension $n$.
An efficient decoding algorithm for any lattice is then required with low complexity. In [15], several decoding algorithms, depending on the lattice structure, are described for the wellknown lattices, namely the integer lattices $A_{n}(n \geq 1)$, root lattices $D_{n}(n \geq 2), E_{6}, E_{7}, E_{8}$ and their duals. The problem here is how to find the closest point to $\mathbf{y}$ in a random lattice. The first step to solve this problem is to find a bounded region $B$ in $\mathbb{R}^{n}$ surrounding the optimal lattice point. Then all the lattice points belonging to $B$ will be checked. It is noticed that the size of $B$ could be reduced during the search using the distance between any lattice point in $B$ and the vector $\mathbf{y}$.

Two approaches are mainly used when searching the closest point. On the one hand, Pohst proposed in [46] to limit the search in an hypersphere. On the other hand, Kannan recommends to restrict the search in a rectangular parallelepiped [33]. Pohst method is considered to be more practical and easier to be implemented, while Kannan's strategy remains mostly used in a theoretical context.

The Pohst method was first used in digital communications by Viterbo and Biglieri [61], and then by Viterbo and Boutros [63] to find the closest point for a single antenna fading channels. Lately, Agrell et al [1] introduced the Schnorr-Euchner strategy [51], which represents an improvement of Pohst method, for the closest point search.
Both search strategies will be described in the following subsections for lattice decoder. We will also outline how both strategies could be adapted to lattice codes.

### 2.2.1 Lattice decoder based on Pohst enumeration

A lattice decoding algorithm searches the closest lattice point in a sphere of radius $R$ and centered at the vector $\mathbf{y}, S(\mathbf{y}, R)$. The search in the real space is conducted within a spherical region, while in the integer space it is made inside an ellipsoid. This idea was proposed at first for the search of the shortest nonzero vector in a lattice by exploring the ellipsoid centered at the origin [46][47][14]. Viterbo and Boutros detailed in [63] the decoding algorithm of any point in $\mathbb{R}^{n}$ and gave a flowchart for a specific implementation of this algorithm. The decoder
searches for a vector $y$ the lattice point which is associated to the minimum of the set

$$
\{\|\mathbf{y}-\mathbf{x}\|, \mathbf{x} \in \Lambda\}=\{\|\mathbf{w}\|, \mathbf{w} \in \mathbf{y}-\Lambda\}
$$

That is, the search in the lattice $\Lambda$ is equivalent to a search among the points of the translated lattice $\mathbf{y}-\Lambda$.
Let the real vectors $\mathbf{x}, \mathbf{y}$ and $\mathbf{w}$ be defined as

$$
\begin{aligned}
\mathbf{x} & =\mathbf{z M}, \mathbf{z} \in \mathbb{Z}^{n} \\
\mathbf{y} & =\rho \mathbf{M}, \boldsymbol{\rho}=\left(\rho_{1}, \rho_{2}, \ldots, \rho_{n}\right) \in \mathbb{R}^{n} \\
\mathbf{w} & =\mathbf{y}-\mathbf{x}=\xi \mathbf{M}, \xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}
\end{aligned}
$$

The matrix $\mathbf{M}$ is invertible so $\rho=\mathbf{y M}^{-1}$ is the Zero-Forcing point. Moreover, $\xi_{i}=\rho_{i}-z_{i}$, $i=1, \ldots, n$ define the coordinates of the point $\mathbf{x}$ in the new coordinate system obtained with the translation.

As pointed out previously, the search according to Pohst strategy is performed inside a sphere of radius $R$. The checked lattice points should satisfy the inequality:

$$
\begin{equation*}
\|\mathbf{y}-\mathbf{x}\|^{2}=\|\mathbf{w}\|^{2}=\xi \mathbf{G} \xi^{T}=Q(\xi)=\sum_{i=1}^{n} \sum_{j=1}^{n} m_{i j} \xi_{i} \xi_{j} \leq R^{2} \tag{2.15}
\end{equation*}
$$

where $\mathbf{G}=\mathbf{M M}^{T}$ denotes a Gram matrix for the lattice $\Lambda$ and $Q$ is the quadratic form on $\mathbb{R}^{n}$ associated to $\mathbf{G}$.

By diagonalizing the matrix $\mathbf{G}$ as $\mathbf{G}=\mathbf{P D P}^{T}$, where $\mathbf{P}$ is unitary, equation (2.15) becomes

$$
\begin{equation*}
Q\left(\xi^{\prime}\right)=\sum_{i=1}^{n} d_{i}\left|\xi_{i}^{\prime}\right|^{2} \leq R^{2} \tag{2.16}
\end{equation*}
$$

where $\xi^{\prime}=\left(\xi_{1}^{\prime}, \ldots, \xi_{n}^{\prime}\right)=\xi \mathbf{P}$ and $d_{i}$ is the $i^{\text {th }}$ eigenvalue of $\mathbf{M}$.
Equation (2.16) illustrates the equation of an ellipsoid, whose semi-axe lengths are equal to $\frac{1}{\sqrt{d_{i}}}$, and direction are carried by the basis rotated from the Euclidean basis using the matrix $\mathbf{P}$.

As a consequence, the search inside a sphere of radius $R$ is equivalent to a search into an ellipsoid centered at the origin of the new coordinate system, whose axis are defined by the transformed basis (Fig. 2.5).

Now, to find the bounds for the unknown components $\left(z_{i}\right)_{1 \leq i \leq n}$ corresponding to the sphere $S(\mathbf{y}, R)$, we proceed as follows. The Cholesky factorization of the Gram matrix yields to $\mathbf{G}=\mathbf{R}^{T} \mathbf{R}$, where $\mathbf{R}=\left[r_{i j}\right]_{i, j=1, ., n}$ is an upper triangular matrix. Substituting this result in the inequality (2.15) leads to:

$$
\begin{equation*}
Q(\xi)=\xi \mathbf{R}^{T} \mathbf{R} \xi^{T}=\left\|\mathbf{R} \xi^{T}\right\|^{2}=\sum_{i=1}^{n}\left(r_{i i} \xi_{i}+\sum_{j=i+1}^{n} r_{i j} \xi_{j}\right)^{2} \leq R^{2} \tag{2.17}
\end{equation*}
$$


rotation of the Euclidean basis in $Z^{2}$
Figure 2.5: Example of sphere decoder search in bidimensional lattice.

If $q_{i i}=r_{i i}^{2}$ for $i=1, . ., n$ and $q_{i j}=\frac{r_{i j}}{r_{i i}}$ for $i=1, \ldots, n, j=i+1, . ., n$, we can write:

$$
\begin{equation*}
Q(\xi)=\sum_{i=1}^{n} q_{i i}\left(\xi_{i}+\sum_{j=i+1}^{n} q_{i j} \xi_{j}\right)^{2} \leq R^{2} \tag{2.18}
\end{equation*}
$$

Substituting $\xi_{i}$ by $\rho_{i}-z_{i}$ in (2.18), the reader could notice that the search in the real space can be carried on more easily in the integer space. The search algorithm consists in spanning at each level $i$ the possible values of $z_{i}$, starting from level $i=n$ and going down to levels $i=n-1, n-2, \ldots, 1$. The borders of the coordinate $z_{n}$ are given by

$$
\begin{equation*}
\left\lceil-\sqrt{\frac{R^{2}}{q_{n, n}}}+\rho_{n}\right\rceil \leq z_{n} \leq\left\lfloor\sqrt{\frac{R^{2}}{q_{n, n}}}+\rho_{n}\right\rfloor \tag{2.19}
\end{equation*}
$$

The bounds of the component $z_{i}$ are determined by the current values of the components $\left(z_{j}\right)_{j=n \ldots i+1}$ as follows:

$$
\left.\begin{gather*}
{\left[-\sqrt{\frac{1}{q_{i i}}\left(R^{2}-\sum_{l=i+1}^{n} q_{i l}\left(\xi_{l}+\sum_{j=l+1}^{n} q_{l j} \xi_{j}\right)^{2}\right)}+\rho_{i}+\sum_{j=i+1}^{n} q_{j i} \xi_{j}\right.} \\
\leq z_{i} \leq
\end{gather*} \right\rvert\,
$$

where $\lceil x\rceil$ is the smallest integer greater than $x$ and $\lfloor x\rfloor$ is the greatest integer smaller than $x$.
When a vector inside the search region is found, its squared distance from $\mathbf{y}$, denoted $\hat{d}^{2}$, is compared to the minimum distance, which is initialized at $R$. If it is smaller, this point is considered as a candidate lattice point and the enumeration is restricted to the lattice points belonging to a sphere $S(\mathbf{y}, \hat{d})$. The bounds of the integer components $z_{i}(2.20)$ are then updated. If no integer component $z_{n}$ is found in the sphere, the initial radius $R$ is increased and the search is restarted with the new squared radius.

Since the bounds considered in the equation (2.20) depend on the sphere radius $R$, a suitable choice of its initial value is recommended. Note that if $R$ is too large, many points are obtained and the search remains exponential in size, whereas if $R$ is very small, no point is obtained in the sphere. The initial sphere radius can be chosen based on noise statistics as suggested by Hassibi and Vikalo in [28]. In this case, the radius can be adjusted such that the probability to find a lattice point inside the corresponding sphere is high.

Notice that the described algorithm is proposed for the infinite lattice. Since, in digital communications, finite lattice constellations are often used, it is necessary to adapt the decoding algorithm to this kind of structures. To solve this problem, one trivial idea consists in applying the lattice decoder and then checking the position of the selected point in the constellation. In this case, the probability to find a point within the constellation is lower than the case of the infinite lattice. Then the search complexity is increased.

To reduce this complexity, a solution proposed in [8], [49] consists in exploring only the lattice points inside the finite constellation. This limitation is made simply by taking into account the borders of the constellation when evaluating the bounds of the components $z_{i}, i=1, \ldots, n$.
Let $z_{\max }$ and $z_{\min }$ be the higher and the lower value respectively, of the coordinates of the points belonging to the constellation. Thus, the components $z_{i}, i=1, \ldots, n$ lie on the following set

$$
I_{i}^{c}=\left\{z \in \mathbb{Z}, \max \left(z_{\min }, I_{\min , i}\right) \leq z \leq \min \left(z_{\max ,}, I_{\max , i}\right)\right\}
$$

where $I_{\min , i}$ and $I_{\max , i}$ are the lower and the higher bound respectively for the component $z_{i}$ in (2.20).

When a non square constellation is considered, the bounds $z_{\max }$ and $z_{\min }$ may vary with the dimension $i$. The decoder must take into account this variation while computing the bounds of the components $z_{i}, i=1, \ldots, n$.
Figure 2.6 illustrates an example of a lattice code in the 2-dimensional real space. The corresponding constellation in the integer lattice $\mathbb{Z}^{2}$ is a rectangular constellation with $z_{\max }=-z_{\text {min }}=$ 2 for the first dimension, and $z_{\max }=-z_{\text {min }}=1$ for the second dimension.

### 2.2.2 Lattice decoder based on Schnorr-Euchner enumeration

Agrell, Eriksson, Vardy and Zeger proposed in [1] a lattice decoder based on the SchnorrEuchner strategy. The proposed algorithm requires to represent the lattice by a triangular generator matrix. Such representation can be obtained by a QR decomposition of any generator matrix $\mathbf{M}$. In row convention, we have

$$
\mathbf{M}=\mathbf{R} \mathbf{Q}
$$

where $\mathbf{R}$ is a lower triangular matrix with positive diagonal elements and $\mathbf{Q}$ is an orthogonal matrix satisfying $\mathbf{Q Q}^{T}=\mathbf{I}$.

The decoder tries to find the closest point $\mathbf{x}=\mathbf{z M}$ to the vector $\mathbf{y}$, that can be written as $\mathbf{y}=\mathbf{x}+\mathbf{w}$, where $\mathbf{w} \in \mathbb{R}^{n}$. Using the QR decomposition for the matrix $\mathbf{G}$, the preimage of $\mathbf{y}$ by the orthogonal matrix $\mathbf{Q}$ is

$$
\tilde{\mathbf{y}}=\mathbf{y} \mathbf{Q}^{T}=\mathbf{z} \mathbf{R}+\mathbf{w} \mathbf{Q}^{T}
$$



rotation of the Euclidean basis in $Z^{2}$

Figure 2.6: An example of a sphere decoder search in a 2-dimensional lattice code.

The matrix $\mathbf{R}$ could be written as

$$
\mathbf{R}=\left[\begin{array}{l}
\mathbf{R}_{n} \\
\mathbf{r}_{n}
\end{array}\right]
$$

where $\mathbf{r}_{i}, i=1, \ldots, n$, equals the $i^{\text {th }}$ row of the matrix $\mathbf{R}$, and the $n-1 \times n$ matrix $\mathbf{R}_{n}$ is made up by $\left\{\mathbf{r}_{i}\right\}_{1 \leq i \leq n-1}$.

The rank of the matrix $\mathbf{R}_{n}$ is $n-1$ since the rank of $\mathbf{R}$ equals $n$ (the vectors $\left\{\mathbf{r}_{i}\right\}_{1 \leq i \leq n-1}$ are linearly independent). Let $H_{n}$ be the hyperplane generated by the vectors $\left\{\mathbf{r}_{i}\right\}_{1 \leq i \leq n-1}$ and $\left(\mathbf{e}_{i}\right)_{1 \leq i \leq n}$ be the canonical basis of $\mathbb{R}^{n}$. Therefore, it is easy to note that $\mathbf{e}_{n}$ is orthogonal to $H_{n}$ (as $\mathbf{R}$ is lower triangular).
Then, the vector $\mathbf{r}_{n}$ could be written as

$$
\mathbf{r}_{n}=\underbrace{\left\langle\mathbf{r}_{n}, \mathbf{e}_{n}\right\rangle . \mathbf{e}_{n}}_{\mathbf{r}_{n_{\perp}}}+\underbrace{\left(\mathbf{r}_{n}-\left\langle\mathbf{r}_{n}, \mathbf{e}_{n}\right\rangle . \mathbf{e}_{n}\right)}_{\mathbf{r}_{n_{\|}}}
$$

where the vector $\mathbf{r}_{n_{\perp}}$ is orthogonal to $H_{n}$ and the vector $\mathbf{r}_{n_{\|}}$is in $H_{n}$. Let $\mathbf{v}$ be a vector in $\mathbb{R}^{n}$. Then,

$$
\begin{aligned}
\mathbf{v} \in \Lambda_{\mathbf{R}} \Leftrightarrow & \Leftrightarrow \exists \mathbf{z}=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{Z}^{n} \\
& \text { such that } \\
\mathbf{v}=\mathbf{z R}= & {\left[\begin{array}{ll}
{\left[z_{1} \ldots z_{n-1}\right]} & z_{n}
\end{array}\right] \cdot\left[\begin{array}{c}
\mathbf{R}_{n} \\
\mathbf{r}_{n}
\end{array}\right] } \\
= & \underbrace{\left[z_{1} \ldots z_{n-1}\right] \cdot \mathbf{R}_{n}}_{\mathbf{w}}+z_{n} \cdot \mathbf{r}_{n}
\end{aligned}
$$

where $\mathbf{w}$ belongs to the lattice $\Lambda_{\mathbf{R}_{\mathrm{n}}}$. Consequently, a lattice point $\mathbf{v}$ in $\Lambda_{\mathbf{R}}$ can be decomposed in

$$
\mathbf{v}=\mathbf{w}+z_{n} \cdot \mathbf{r}_{n_{\perp}}+z_{n} \cdot \mathbf{r}_{n_{\|},} z_{n} \in \mathbb{Z} \text { and } \mathbf{w} \in \Lambda_{\mathbf{R}_{\mathbf{n}}}
$$



Figure 2.7: Projection of the received vector $\mathbf{y}$ on the different layers carrying the lattice.

Therefore, the lattice $\Lambda_{\mathrm{R}}$ can be viewed as

$$
\Lambda_{\mathbf{R}}=\bigcup_{z_{n} \in \mathbb{Z}}\left\{\mathbf{w}+z_{n} \cdot \mathbf{r}_{n_{\perp}}+z_{n} \cdot \mathbf{r}_{n_{\|}}, \mathbf{w} \in \Lambda_{\mathbf{R}_{\mathbf{n}}}\right\}
$$

With this representation, the $n$-dimensional lattice $\Lambda_{\mathbf{R}}$ can be seen as the superposition of $(n-1)$ dimensional translated sublattices associated to $\Lambda_{R_{n}}$.

Let $\mathbf{v} \in \Lambda_{\mathbf{R}}, \mathbf{v}$ could be written also as

$$
\mathbf{v}=\tilde{\mathbf{w}}+z_{n} \cdot \mathbf{r}_{n_{\perp}}
$$

where $\tilde{\mathbf{w}}=\mathbf{w}+z_{n} \cdot \mathbf{r}_{n_{\|}}$belongs to the hyperplane $H_{n}$. Therefore

$$
\Lambda_{\mathbf{R}} \subset \bigcup_{z_{n} \in \mathbb{Z}}\left\{\tilde{\mathbf{w}}+z_{n} \cdot \mathbf{r}_{n_{\perp}}, \tilde{\mathbf{w}} \in H_{n}\right\}
$$

As a consequence, the lattice $\Lambda_{\mathbf{R}}$ is included in a stack of hyperplanes or layers $L_{z_{n}}$ indexed by $z_{n} \in \mathbb{Z}$ and separated by at least $\left\|\mathbf{r}_{n_{\perp}}\right\|$ (Fig. 2.7). The search of the closest point will be based on this observation.

Let denote $\hat{\mathbf{y}}$ the orthogonal projection of $\mathbf{y}$ onto the vector $\mathbf{r}_{n_{\perp}}$. Thus,

$$
\hat{\mathbf{y}}=\underbrace{\frac{\left\langle\mathbf{y}, \mathbf{r}_{n_{\perp}}\right\rangle}{\left\|\mathbf{r}_{\perp}\right\|^{2}}}_{\tilde{z}_{n}} \cdot \mathbf{r}_{n_{\perp}}
$$

The distance between the vector $\mathbf{y}$ and the layer $L_{z_{n}}$ is given by

$$
d_{n}=\left\|\hat{\mathbf{y}}-z_{n} \cdot \mathbf{r}_{n_{\perp}}\right\|=\left|\tilde{z}_{n}-z_{n}\right| \cdot\left\|\mathbf{r}_{n_{\perp}}\right\|
$$

The nearest layer to $\mathbf{y}$ is $L_{\hat{z}_{n}}$, where $\hat{z}_{n}=\left[\tilde{z}_{n}\right]$ and $[x]$ denotes the closest integer to $x$.
Let us consider the real vector $\rho=\left(\rho_{1}, \ldots, \rho_{n}\right)$ such that $\rho=\mathbf{y R}^{-1}: \rho$ is the ZF vector. Therefore,

$$
\begin{cases}\mathbf{y} & =\rho \mathbf{R} \\ y_{n} & =\rho_{n} \cdot\left\langle\mathbf{e}_{n}, \mathbf{r}_{n}\right\rangle=\rho_{n} \cdot\left\langle\mathbf{e}_{n}, \mathbf{r}_{n_{\perp}}\right\rangle\end{cases}
$$

Since

$$
\left\langle\mathbf{y}, \mathbf{r}_{n_{\perp}}\right\rangle=\sum_{i=1}^{n} y_{i} \cdot\left\langle\mathbf{e}_{i}, \mathbf{r}_{n_{\perp}}\right\rangle=y_{n} \cdot\left\langle\mathbf{e}_{n}, \mathbf{r}_{n_{\perp}}\right\rangle,
$$

we have

$$
\left\{\begin{array}{l}
\tilde{z}_{n}=\frac{\left\langle\mathbf{y}, \mathbf{r}_{\perp}\right\rangle}{\left\|\mathbf{r}_{\perp}\right\|^{2}}=\rho_{n} \\
d_{n}=\left|\rho_{n}-\left[\rho_{n}\right]\right| \cdot\left\|\mathbf{r}_{n_{\perp}}\right\|, \quad\left(\hat{z}_{n}=\left[\rho_{n}\right]\right)
\end{array}\right.
$$

Knowing that $\mathbf{y}=\rho \mathbf{R}$,

$$
y_{n-1}=\rho_{n-1} \cdot r_{n-1, n-1}+\rho_{n} \cdot r_{n-1, n} .
$$

Using the decision on $\rho_{n}\left(\rho_{n}=\hat{z}_{n}\right)$,

$$
\rho_{n-1}=\frac{1}{r_{n-1, n-1}}\left(y_{n-1}-\hat{z}_{n} r_{n-1, n}\right) \text { and } \hat{z}_{n-1}=\left[\rho_{n-1}\right]
$$

More generally, for $i=n-1, \ldots, 1, \rho_{i}$ could be written as

$$
\rho_{i}=\frac{1}{r_{i i}} \cdot\left(y_{i}-\sum_{j=i+1}^{n} \hat{z}_{j} r_{i j}\right)
$$

and the distance $d_{i}$ is

$$
d_{i}=\left|\rho_{i}-\left[\rho_{i}\right]\right| \cdot\left\|\mathbf{r}_{i_{\perp}}\right\|
$$

The evaluation of the integer vector $\hat{z}=\left(\hat{z}, \ldots, \hat{z}_{n}\right), \hat{z}_{i}=\left[\rho_{i}\right]$ recursively, as described in the previous, yields to the Babai point [1]. The squared distance between the Babai point and the vector $\mathbf{y}$ equals

$$
d^{2}=\sum_{i=1}^{n} d_{i}^{2}
$$

The described strategy to find the Babai point represents the first step of this algorithm. The Babai point is a first estimation of the closest point, but is not necessarily the closest point. Nevertheless, finding the Babai point gives us a bound on the search region.

Once the Babai point is found, the second step of this decoding algorithm consists in going through the lattice points whose components are obtained by oscillating around the Babai point components. Thus, the $i^{\text {th }}$ integer component $z_{i}$ of the tested point belongs to the (ordered) sequence of values:

$$
z_{i} \in\left\{\hat{z}_{i}, \hat{z}_{i}-1, \hat{z}_{i}+1, \hat{z}_{i}-2, \hat{z}_{i}+2, \ldots\right\}
$$

As for the Babai point computation, the component $z_{i}$ at the $i^{\text {th }}$ level is computed using the values of the components $z_{n, \ldots}, . z_{i+1}$.

A lattice point $\hat{\mathbf{x}}$ is considered as a candidate to be the closest point if $\|\hat{\mathbf{x}}-\mathbf{y}\|^{2} \leq \hat{d}^{2}$ where $\hat{d}^{2}$ is initialized at $d^{2}$. The distance $\hat{d}^{2}$ is then updated to $\|\hat{\mathbf{x}}-\mathbf{y}\|^{2}$ and the search will continue until all points within $S\left(\mathbf{y}, \hat{d}^{2}\right)$ are checked.

When a finite set of the lattice is considered, we should take into account the borders of the constellation [8], [49]. At first, we choose the components of the Babai point $\left(\tilde{z}_{i}\right)_{1 \leq i \leq n}$ such that:

$$
\left\{\begin{array}{l}
\tilde{z}_{i}=\left[\rho_{i}\right] \\
\tilde{z}_{i}=z_{\min }, \text { if } \tilde{z}_{i}<z_{\min } \\
\tilde{z}_{i}=z_{\text {max }}, \text { if } \tilde{z}_{i}>z_{\max }
\end{array}\right.
$$

where $z_{\max }$ and $z_{\min }$ are the higher and the lower value respectively, of the constellation point coordinates.
Then, at each level $i 1 \leq i \leq n$, we compare the component $z_{i}$ to the constellation borders. If the condition $z_{\min } \leq z_{i} \leq z_{\max }$ is not respected, we restart the search from the level $i+1$.

## Conclusions

In this chapter, we introduced some lattice parameters that will be used in the sequel to study the MIMO system performance. Moreover, quadratic forms associated to lattices are pointed out. Indeed, this mathematical tool will be used to classify MIMO channels in the last chapter. Finally, we described two lattice decoder algorithms, namely sphere decoder based on Pohst strategy and sphere decoder based on Schnorr-Euchner strategy. It was shown that sphere decoder with both strategies has a reduced complexity, since it is able to find the ML point in polynomial time. In the next chapters, the ML detector used in conjunction with MIMO channel will be based on Schnorr-Euchner strategy as it is not affected from complexity point of view by the choice of the initial search radius.

## Chapter 3

## Accurate approximation of the MIMO error probability

## Introduction

In this chapter, we propose an accurate approximation of the conditional error probability in a MIMO system. This approximation will be used in the next chapter for adaptive systems (e.g. adaptive modulation, antenna selection).
In the literature, Taricco and Biglieri gave the exact pairwise error probability in [55][56] for frequency non-selective multiple antenna systems. The pairwise error probability considered in their paper is defined as the mathematical expectation over all channel realizations. Thus, their closed form expression cannot be used for adaptive techniques. Besides, Tarokh et al proposed in [58] a lower bound of the error probability for a Gaussian channel. This bound is a valid approximation for high rate lattice codes. Since it is a lower bound, the approximation given in [58] cannot provide good performance for adaptive techniques.
The tight error probability approximation described in this chapter is conditioned on a fixed channel realization. The proposed method does not require an intractable evaluation of all pairwise error probabilities. This is achieved thanks to a judicious choice via Pohst/SchnorrEuchner enumeration of dominant neighbors inside a sphere centered around a constellation point.

This chapter is organized as follows. Section 3.1 shows how a MIMO channel, described by its channel matrix, can be represented by a finite set of a lattice. Based on the lattice theory, section 3.2 presents first an accurate approximation of the conditional error probability for MIMO channels with more receive than transmit antennas. Next, the validation of this approximation is made by comparing the proposed analytical expression to Monte-Carlo simulation results for different antenna and modulation configurations. The last section 3.3 provides a generalization of the approximation to any number of receive and transmit antennas. We present in this section the generalized sphere decoder algorithm given in [17] for any MIMO channel configuration. This decoder is used to compare the error probability approximation and the Monte-Carlo simulation results.

### 3.1 Lattice representation of MIMO channel

We consider a digital transmission system with $n_{t}$ transmit antennas and $n_{r}$ receive antennas. The notations and the assumptions made in section 1.3 are valid through this chapter. For one channel use, the input-output model is

$$
\begin{equation*}
\mathbf{r}=\mathbf{s H}+\boldsymbol{v}, \tag{3.1}
\end{equation*}
$$

where $\mathbf{r}$ is the length $n_{r}$ receive complex vector, $\mathbf{s}$ is the length $n_{t}$ transmit vector and $\boldsymbol{v}$ is an $n_{r}$ length additive white Gaussian noise vector. The transmitted symbol $s_{k}$, for the $k^{\text {th }}$ antenna, belongs to a $M_{k}$-QAM modulation [48], $k=1 \ldots n_{t}$, where $M_{k}$ is the size of the QAM modulation applied on antenna $k$. The $n_{t}$ QAM constellations are not necessary identical, their Cartesian product is denoted $\mathrm{C}_{\mathrm{QAM}}$.
At the receiver side, it is assumed that perfect Channel State Information (perfect CSI) is available. CSI is not required at the transmitter side.
Finally, a maximum-likelihood detector based on a sphere decoder is applied [63][1][8] to accomplish a low complexity detection (as described in section 2.2).

For the sake of simplicity, we assume at first that $n_{t}=n_{r}$. The study is similar in the asymmetric channel case when $n_{r} \geq n_{t}$. The generalization of the proposed bound to the case when $n_{r}<n_{t}$ will be provided in the last section of this chapter.

The performance study of the quasi-static multiple antenna model in (3.1) is carried out in this chapter thanks to lattices and sphere packings theory [15]. The reader who is not familiar with group/lattice representation can find in chapter 2 a summary of the main lattice parameters that are used in this chapter.

In equation (3.1), the product $\mathbf{x}=\mathbf{s H}$ is interpreted as a point in the Euclidean space $\mathbb{R}^{n}$, $n=2 n_{t}=2 n_{r}$. The point $\mathbf{x}$ belongs to a real lattice $\Lambda$ of rank $n$, whose $n \times n$ generator matrix $\mathbf{M}=\left[m_{i j}\right]$ is the real version of $\mathbf{H}$ defined by

$$
\begin{cases}m_{2 i, 2 j} & =\mathfrak{R}\left(h_{i, j}\right)  \tag{3.2}\\ m_{2 i+1,2 j} & =-\mathfrak{I}\left(h_{i, j}\right) \\ m_{2 i, 2 j+1} & =\mathfrak{I}\left(h_{i, j}\right) \\ m_{2 i+1,2 j+1} & =\mathfrak{R}\left(h_{i, j}\right)\end{cases}
$$

where $\mathfrak{R}(x)$ and $\mathfrak{J}(x)$ denote the real and imaginary parts of the complex $x$ respectively.
Since the transmit vector $\mathbf{s}$ is limited to the Cartesian product $C_{\mathrm{QAM}} \subset \mathbb{Z}^{n}$, then $\mathbf{x}$ belongs to a finite set $C^{\mathrm{H}}$ of $\Lambda, C^{\mathrm{H}}$ is called a lattice constellation or lattice code. When $C_{\mathrm{QAM}}$ is square, the shape of $C^{\mathrm{H}}$ is given by the parallelotope $\mathcal{P}$, i.e. $C^{\mathrm{H}}$ and $\mathcal{P}$ are homothetic. The reader should notice that a $M_{k}$-QAM modulation is defined as a rectangular subset of $\mathbb{Z}^{2}$ and that any scaling factor or any translation generates an equivalent set.
The cardinal of the lattice constellation $C^{\mathrm{H}}$ is equal to $\prod_{k=1}^{n_{t}} M_{k}$. The spectral efficiency of the uncoded QAM system is $\sum_{k=1}^{n_{t}} \log _{2}\left(M_{k}\right)$ bits per channel use.

### 3.2 Accurate Approximation of a MIMO channel error probability

The lattice representation of a multiple antenna channel converts the MIMO model given in equation (3.1) into a simple additive white Gaussian noise (AWGN) channel model

$$
\mathbf{r}=\mathbf{x}+\boldsymbol{v}
$$

For a given random lattice $\Lambda$ generated by a fixed channel matrix $\mathbf{H}$, let $P e(\Lambda)$ denote the point error probability associated to the infinite set $\Lambda$ and let $\operatorname{Pe}\left(C^{\mathbf{H}}\right)$ denote the average point error probability associated to the finite constellation $C^{H}$. Trivial geometrical properties leads to the inequality

$$
\operatorname{Pe}\left(C^{\mathbf{H}}\right) \leq \operatorname{Pe}(\Lambda) .
$$

As indicated in section 2.1.5, due to the geometrical uniformity of $\Lambda$, the error probability $\operatorname{Pe}(\Lambda)$ does not depend on the transmitted point, e.g. $P e(\Lambda)=P e_{\mid 0} \leq \sum_{\mathbf{x} \neq 0} P(0 \rightarrow \mathbf{x})$, where $P(\mathbf{x} \rightarrow \mathbf{y})$ is the classical notation for the pairwise error probability and $P e_{\mid x}$ is the error probability conditioned on the transmission of $\mathbf{x}$.
On the contrary, $C^{H}$ is not geometrically uniform. To find its exact error probability, the conditional error probability $P e_{\mid x}$ can be evaluated for all $\mathbf{x} \in C^{\mathbf{H}}$, and then averaged:

$$
\operatorname{Pe}\left(C^{\mathbf{H}}\right)=\frac{1}{\operatorname{card}\left(C^{\mathbf{H}}\right)} \sum_{\mathbf{x} \in \mathcal{C}^{\mathbf{H}}} P e_{\mid \mathbf{x}} .
$$

For example, when $n_{t}=4$ and $M_{k}=16$ for all $k$, a classical Union bound would cost $2^{\sum_{k=1}^{n_{t}} \log _{2}\left(M_{k}\right)} \times\left(2^{\sum_{k=1}^{n_{t}} \log _{2}\left(M_{k}\right)}-1\right)$, i.e. $65536 \times 65535$, Euclidean distance evaluations. To reduce the complexity, we propose in the following a method which yields to an accurate approximation of the $C^{\mathrm{H}}$ error rate at a low complexity cost.

As shown in section 2.1.5, under the assumption that all facets of the Voronoi region are created by the first lattice shell, we have

$$
\begin{equation*}
\operatorname{Pe}\left(C^{\mathbf{H}}\right) \leq \operatorname{Pe}(\Lambda) \leq \tau(\Lambda) \times \mathrm{Q}\left(\frac{d_{\text {Emin }}(\Lambda)}{2 \sigma}\right) . \tag{3.3}
\end{equation*}
$$

where $\tau(\Lambda)$ is the kissing number, $d_{\text {Emin }}(\Lambda)$ is the minimum Euclidean distance, and $\sigma^{2}$ is the one-dimensional real noise variance.
The situation in which the right inequality of (3.3) is valid corresponds to dense lattice packings, i.e. the fundamental gain $\gamma(\Lambda)$ given in (2.3) is greater than 1 [15], [20].

When square QAM modulations are applied on the transmit antennas, the noise variance $\sigma^{2}$ is equal to

$$
\sigma^{2}=\frac{E_{S}}{2 \sum_{i=1}^{n_{t}} \log _{2} M_{i}} \frac{1}{E_{b} / N_{0}}
$$

where $E_{b} / N_{0}$ denotes the average received SNR per bit, and $E_{s}$ is the received signal energy equal to

$$
E_{s}=\frac{n_{r}}{4} \sum_{i=1}^{n_{t}} \frac{2\left(M_{i}-1\right)}{3}
$$



Figure 3.1: Distribution of the lattice fundamental gain $\gamma(d B)$ (Hermite constant) in a symmetric MIMO channel $n_{t}=n_{r}$.

Substituting the noise variance and the signal energy expressions in (3.3) leads to the following [9]

$$
\begin{equation*}
\operatorname{Pe}(\Lambda) \leq \tau(\Lambda) \times \mathrm{Q}\left(\sqrt{\frac{3 \times \sum_{i=1}^{n_{t}} \log _{2} M_{i}}{n_{r} \times \sum_{i=1}^{n_{t}}\left(M_{i}-1\right)} \times \frac{E_{b}}{N_{0}} \times d_{E \min }^{2}(\Lambda)}\right) . \tag{3.4}
\end{equation*}
$$

Unfortunately, random lattices generated by $\mathbf{H}$ are not necessarily dense, especially for $n_{t} \leq 4$ as illustrated in Fig. 3.1. Thus, in the general case, the theta series of $\Lambda$ is needed to derive an upper bound for $P e(\Lambda)$. In practice, the theta series defined in (2.4) will be truncated to a limited number of shells around the transmitted point. This truncation yields to precise numerical results because the lattice is transmitted on a Gaussian channel where pairwise error probability decreases exponentially with respect to Euclidean distance.

Let us now describe how the non geometrically uniform set $C^{\mathbf{H}}$ is handled in order to reduce the computational complexity with respect to the Union bound. With this method, we aim at finding a precise approximation for the point error rate (point refers to a lattice point that corresponds to the transmitted vector s), not an exact evaluation, neither a closed-form expression. Before illustrating the proposed method, we introduce a simple example that highlights our idea for error probability computation.


Figure 3.2: An example of a 16-QAM constellation in $\mathbb{R}^{2}$. Points are distinguished according to the number of crossing facets.

### 3.2.1 Example of error probability computation strategy

Consider a 16-QAM constellation transmitted on a Gaussian channel (Fig. 3.2). It can be partitioned into 3 subsets: 4 points in the middle ( $I_{0}$ ), 8 non-corner points on the facets ( $I_{1}$ ), and 4 points on the corners $\left(I_{2}\right)$. There are 3 different error rates, one for each subset. The total point error rate is obtained by

$$
P e=\frac{4}{16} P e\left(I_{0}\right)+\frac{8}{16} P e\left(I_{1}\right)+\frac{4}{16} P e\left(I_{2}\right)
$$

Therefore, there is no need to compute 16 error rates corresponding to $16 \times 15$ distance evaluations.

### 3.2.2 Error probability computation for $n \geq 2$

Now, generalize the previous idea to a dimension $n \geq 2$, where the constellation $C^{H}$ is not cubic shaped since $\mathbf{H}$ is random.

For a given constellation point $\mathbf{x}=\mathbf{s H}=\mathbf{z M}\left(\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{Z}^{n}\right.$ such that $z_{2 i-1}=\mathfrak{R}\left(s_{i}\right)$ and $z_{2 i}=\mathfrak{J}\left(s_{i}\right)$ for $\left.1 \leq i \leq n\right)$, the local theta series, i.e. the distance distribution of points surrounding $\mathbf{x}$ and belonging to $C^{\mathbf{H}}$, depends on $\mathbf{x}$.
This observation can be noticed in Fig. 3.3 that represents points of a lattice constellation carved from a lattice $\Lambda \subset \mathbb{R}^{2}$. Consider the points $\mathbf{x}_{0}, \mathbf{x}_{1}, \mathbf{x}_{2}$. The local theta series of these points, e.g. up to a square radius $R$, are not identical. Indeed, six neighbors surround the point $\mathbf{x}_{0}$ inside the constellation, whereas four points surround the point $\mathbf{x}_{1}$ belonging to one facet, and only two points surround the point $\mathbf{x}_{2}$ belonging to two facets.

More precisely, the distribution of the Euclidean distances around $\mathbf{x}$ depends on the position of $\mathbf{x}$ in $C^{\mathrm{H}}$. If $\mathbf{x}$ does not belong to the boundary of $C^{\mathrm{H}}$ (the point belongs to the interior of the constellation) then boundary effects can be neglected and the local theta series is well approximated by the theta series of $\Lambda$. Otherwise, if the point $\mathbf{x}$ is located on the boundary of $C^{\mathrm{H}}$, then the local theta series is derived by translating the original one (given for the lattice $\Lambda$ )


Figure 3.3: An example of lattice constellation in $\mathbb{R}^{2}$. Points are distinguished according to the number of crossing facets.
around $\mathbf{x}$ and subtracting all lattice points that do not belong to $\mathrm{C}^{\mathbf{H}}$. Consequently, we partition the constellation into $n+1$ subsets

$$
\begin{equation*}
C^{\mathbf{H}}=\bigcup_{\ell=0}^{n} I_{\ell} \tag{3.5}
\end{equation*}
$$

where $I_{\ell}$ contains lattice points located on the intersection of $\ell$ facets in $C^{\mathbf{H}}$. The subset $I_{0}$ is the interior of the constellation. Notice that $\mathbf{x}=\mathbf{z M} \in I_{\ell}$ is equivalent to $\mathbf{z}$ belonging to the intersection of $\ell$ facets in $C_{\mathrm{QAM}} \subset \mathbb{Z}^{n}$.
Following (3.5), the error probability of the constellation becomes

$$
\begin{equation*}
\operatorname{Pe}\left(C^{\mathbf{H}}\right)=\sum_{\ell=0}^{n} p_{\ell} \operatorname{Pe}\left(I_{\ell}\right) . \tag{3.6}
\end{equation*}
$$

The weighting factor $p_{\ell}$ is the probability that a point of $C^{\mathbf{H}}$ belongs to the subset $I_{\ell}$, and $P e\left(I_{\ell}\right)$ is the error probability associated to $I_{\ell}$. The probability $\operatorname{Pe}\left(I_{\ell}\right)$ is obtained by averaging over all points $\mathbf{x} \in I_{\ell}$, since the conditional probability $P e_{\mid \mathbf{x}}$ depends on the local position of $\mathbf{x}$. In the sequel, we describe how an accurate approximation of (3.6) can be obtained.

### 3.2.3 Evaluation of the probability $p_{\ell}$

For simplicity reasons, only square QAM constellations are considered in this section. In this case, each $M$-QAM can be written as the Cartesian product of Pulse Amplitude Modulations : $M-Q A M=\sqrt{M}-\mathrm{PAM} \times \sqrt{M}-\mathrm{PAM}$. The generalization to rectangular and cross bi-dimensional


Figure 3.4: Pulse Amplitude Modulation constellation of cardinal M. Points black filled are on the edge of the PAM. Those that are in the interior of the PAM are white filled.
constellations is straightforward. It is also assumed that QAM symbols transmitted through the MIMO channel have the same a priori probability.

Two cases are distinguished:

- 1- All antennas transmit the same QAM set

Let $\mathbf{x}=\mathbf{z M}$ be a point of the constellation $C^{\mathbf{H}}$ with $\mathbf{z}=\left(z_{1}, z_{2}, . ., z_{n}\right) \in \mathbb{Z}^{n}$. The components $z_{i}$ belong to the $\sqrt{M}$-PAM constellation that is composed of $\sqrt{M}$ symbols as depicted on Fig. 3.4. Only two among the symbols belonging to the PAM are on the edges of the constellation. The probability, $p$, that a symbol is on the edges of the PAM is equal to:

$$
\begin{equation*}
p=\frac{2}{\sqrt{M}} \tag{3.7}
\end{equation*}
$$

Supposing that $\mathbf{x}$ belongs to $I_{\ell}$ means that $\ell$ components of $\mathbf{z}$ are on the edges of the PAM. Let $E_{i}$ be a discrete random variable having two possible values:

$$
\begin{aligned}
& E_{i}=1 \text { if } z_{i} \text { is on the edge with the probability } p \\
& E_{i}=0 \text { otherwise with the probability } 1-p
\end{aligned}
$$

Since the components $z_{i}$ are independent, the variables $\left(E_{i}\right)_{i=1, . ., n}$ are iid. Let $F=\sum_{i=1}^{n} E_{i}$ denote the number of components $z_{i}$ of the vector $\mathbf{z}$ on the edge of the constellation. Therefore $F$ defines a random binomial variable with parameter $p$, given by equation (3.7), and the probability $p_{\ell}$ is given by:

$$
\begin{align*}
p_{\ell}=\operatorname{Prob}(F=\ell) & =\binom{n}{\ell} p^{\ell}(1-p)^{n-\ell} \\
& =\binom{n}{\ell}\left(\frac{2}{\sqrt{M}}\right)^{\ell}\left(\frac{\sqrt{M}-2}{\sqrt{M}}\right)^{n-\ell} \tag{3.8}
\end{align*}
$$

- 2- Antennas transmit general QAM sets (not necessarily identical)

To derive the expression of the probability $p_{\ell}$ when distinct QAMs are applied on the transmit antennas, two methods are proposed in the following.

## Method 1

Let $\left\{M_{1}, M_{2}, . ., M_{N_{q}}\right\}$ be the set of available QAM modulation sizes at the transmitter. There are $\left(N_{q}\right)^{n_{t}}$ potential combinations of modulations that can be applied on the $n_{t}$ transmit antennas.

Let $n_{t_{i}} \in\left\{0, . ., n_{t}\right\}$ be the number of transmit antennas using the same $M_{i}$-QAM modulation and $0 \leq n_{i}=2 n_{t_{i}} \leq n$.
For a given value of $\ell, 0 \leq \ell \leq n$, let $\ell_{i}$ be the number of the components of the transmitted vector $\mathbf{s}$, that belong to the edges of the $M_{i}$-QAM constellation. The variables $\left\{\ell_{i}\right\}$ satisfy the following sum condition:

$$
\begin{equation*}
\sum_{i=1}^{N_{q}} \ell_{i}=\ell, 0 \leq \ell_{i} \leq \ell \tag{3.9}
\end{equation*}
$$

Example :

Assume that four QAM modulations are available at the transmitter: QPSK, 16-QAM, 64QAM and 256-QAM, i.e. $N_{q}=4$. Let $n_{t}=8$ and (QPSK, 64-QAM, 16-QAM, 16-QAM, 16QAM, 64-QAM, 256-QAM, QPSK) be the combination applied on transmit antennas. Let $\mathbf{z}=\left(z_{1}, z_{2} \ldots z_{15}, z_{16}\right) \in \mathbb{Z}^{16}$ be the transmitted vector. According to the chosen modulation, we have

$$
\left\{\begin{array}{l}
\left(z_{1}, z_{2}\right),\left(z_{15}, z_{16}\right) \in 4-Q A M \\
\left(z_{5}, z_{6}\right),\left(z_{7}, z_{8}\right),\left(z_{9}, z_{10}\right) \in 16-Q A M \\
\left(z_{3}, z_{4}\right),\left(z_{11}, z_{12}\right) \in 64-Q A M \\
\left(z_{13}, z_{14}\right) \in 256-Q A M
\end{array}\right.
$$

As indicated before, the pairwise $\left(z_{i}, z_{i+1}\right) \in$ M-QAM belongs to at least one facet of the constellation if $z_{i}$ or $z_{i+1}=\sqrt{M}-1$. Let $\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}$ denote the number of edge components corresponding to QPSK, 16-QAM, 64-QAM and 256-QAM respectively. For example, we give in the following the value of $\ell_{i}, i=1, \ldots, 4$, when $\mathbf{z}=(-1,1,-5,3,-1,3,-1,-3,1,-1,-7,-1,15,-5,1,1)$.

- $\left(z_{1}, z_{2}, z_{15}, z_{16}\right)=(-1,1,1,1) \rightarrow \ell_{1}=4$
- $\left(z_{5}, z_{6}, z_{7}, z_{8}, z_{9}, z_{10}\right)=(-1,3,-1,-3,1,-1) \rightarrow \ell_{2}=2$
- $\left(z_{3}, z_{4}, z_{11}, z_{12}\right)=(-5,3,-7,-1) \rightarrow \ell_{3}=1$
- $\left(z_{13}, z_{14}\right)=(15,-5) \rightarrow \ell_{4}=1$

To find the number of facets $\ell$ that cross the lattice point $\mathbf{x}=\mathbf{z M}$, it is sufficient to compute the $\operatorname{sum} \sum_{i=1}^{4} \ell_{i}=\ell=8$. The lattice point $\mathbf{x}$ corresponding to the integer vector $\mathbf{z}$ belongs then to the subset $I_{8}$. The components belonging to the edge of the lattice constellation are illustrated in red in Fig. 3.5.

Note that for a given value of $\ell$, we can find

$$
J_{N_{q}, \ell}=\binom{\ell+N_{q}-1}{\ell}
$$

combinations of $\ell_{i}$ that satisfy the condition illustrated by equation (3.9). Let $L_{\ell, j}=\left(\ell_{i}^{j}\right)_{1 \leq i \leq N_{q} ; 1 \leq j \leq J_{N_{q}, \ell}}$ be one of these combinations. The probability $p_{\ell}$ can be expressed as:


Figure 3.5: An example to compute the number of facets belonging a constellation point in $\mathbb{R}^{8}$.

$$
\begin{align*}
p_{\ell}=P\left(\mathbf{x} \in I_{\ell}\right) & =P\left(\mathbf{x} \in \bigcup_{1 \leq j \leq I_{N_{q}, \ell}} I_{\ell}^{j}\right) \\
& =\sum_{j=1}^{J_{N_{q}, \ell}} P\left(\mathbf{x} \in I_{\ell}^{j}\right) \tag{3.10}
\end{align*}
$$

where $I_{\ell}^{j}$ is a subset of $I_{\ell}$ corresponding to the combination $L_{\ell, j}$.
Since the components of the vector $\mathbf{x}$ are independent, the probability $P\left(\mathbf{x} \in I_{\ell}^{j}\right)$ can be written as:

$$
\begin{equation*}
P\left(\mathbf{x} \in I_{\ell}^{j}\right)=\prod_{i=1}^{N_{q}} P\left(\mathbf{x}_{i} \in I_{\ell, i}^{j}\right) \tag{3.11}
\end{equation*}
$$

where $\left(\mathbf{x}_{i}\right)$ is the $n_{i}$-uplet that is composed of the components of $\mathbf{x}$ belonging to the $\sqrt{M}_{i}$-PAM, $1 \leq i \leq N_{q}$, and $I_{\ell, i}^{j} \subset \mathbb{Z}^{n_{i}}$ contains the vectors $\mathbf{x}_{i}$ having $\ell_{i}$ components on the edge of the $\sqrt{M_{i}}$-PAM constellation. Note that if $n_{i}=0, I_{\ell, i}^{j}=\emptyset$ and the probability $P\left(\mathbf{x}_{i} \in I_{\ell, i}^{j}\right)$ is equal to 1 $\forall j$.
The probability $P\left(\mathbf{x}_{i} \in I_{\ell, i}^{j}\right)$ is obtained by substituting the variables $\ell_{i}^{j}, n_{i}$ and $M_{i}$ in equation (3.8), that is:

$$
\begin{equation*}
P\left(\mathbf{x}_{i} \in I_{\ell, i}^{j}\right)=\binom{n_{i}}{\ell_{i}^{j}}\left(\frac{2}{\sqrt{\mathrm{M}_{i}}}\right)^{\ell_{i}^{j}}\left(\frac{\sqrt{\mathrm{M}_{i}}-2}{\sqrt{\mathrm{M}_{i}}}\right)^{n_{i}-\ell_{i}^{j}} \tag{3.12}
\end{equation*}
$$

Combining equations (3.10), (3.12) and (3.12) leads to

$$
\begin{equation*}
p_{\ell}=\sum_{j=1}^{J_{N_{q}, \ell}} \prod_{i=1}^{N_{q}}\binom{n_{i}}{\ell_{i}^{j}}\left(\frac{2}{\sqrt{\mathrm{M}_{i}}}\right)^{\ell_{i}^{j}}\left(1-\frac{2}{\sqrt{\mathrm{M}_{i}}}\right)^{n_{i}-\ell_{i}^{j}} \tag{3.13}
\end{equation*}
$$

When all Tx antennas transmit the same modulation so $N_{q}=1$ and one combination $L_{\ell, j}$ is available. The variable $n_{i}$ is equal to $n$ and $\ell_{i}^{j}$ equals $\ell$ since one modulation is considered. Thus, the probability $p_{\ell}$ given by (3.13) is equivalent to that given by (3.8).

## Method 2

The number $\ell$ of constellation facets to which a point $\mathbf{x}=\mathbf{z M}$ belongs in $\mathbb{R}^{n}$ is written as

$$
\begin{equation*}
\ell=\sum_{i=1}^{n} \ell_{i}, \tag{3.14}
\end{equation*}
$$

$\ell \in[0 \ldots n]$ and $\ell_{i} \in\{0,1\}$. The integer $\ell_{i}$ is set to 1 if $z_{i}$ is on the PAM boundary. Notice that $z_{i}$, $i=1 \ldots n$, belongs to a PAM real constellation of size $\sqrt{M_{[(i+1) / 2]}}$, where $M_{k}$ is the size of the $k^{\text {th }}$ bi-dimensional QAM set, $1 \leq k \leq n_{t}=n / 2$. For a given value of $\ell$, let $L_{\ell, j}=\left(\ell_{1}^{j} \ldots \ell_{i}^{j} \ldots \ell_{n}^{j}\right)$ denote a length $n$ binary vector whose components satisfy the sum condition (3.14), $1 \leq j \leq\binom{ n}{\ell}$. It is easy to show that

$$
\begin{equation*}
p_{\ell}=\sum_{L_{\ell, j}} \prod_{i=1}^{n}\left(\frac{2}{\sqrt{M_{[(i+1) / 2]}}}\right)^{\ell_{i}^{j}}\left(1-\frac{2}{\sqrt{M_{[(i+1) / 2]}}}\right)^{1-\ell_{i}^{j}} . \tag{3.15}
\end{equation*}
$$

The above expression reduces to (3.8) when identical QAM sets are used on the MIMO channel.

### 3.2.4 A bound for the subset error probability $\operatorname{Pe}\left(I_{\ell}\right)$

We establish an upper union bound for $P e\left(I_{\ell}\right)$ using the local theta series. Computer simulations given below show the tightness of this bound based on the simple AWGN model defined by $r=x+\nu$.

The error probability $\operatorname{Pe}\left(I_{\ell}\right)$ considered in equation (3.6) can be written as:

$$
\begin{align*}
\operatorname{Pe}\left(I_{\ell}\right) & =\sum_{\mathbf{x} \in I_{\ell}} \operatorname{Pe}\left(I_{\ell}, \mathbf{x}\right) \\
& =\sum_{\mathbf{x} \in I_{\ell}} \operatorname{Pe}\left(I_{\ell} / \mathbf{x}\right) p(\mathbf{x}) \\
& =\frac{1}{\operatorname{card}\left(I_{\ell}\right)} \sum_{\mathbf{x} \in I_{\ell}} \operatorname{Pe}\left(I_{\ell} / \mathbf{x}\right) \tag{3.16}
\end{align*}
$$

where $\operatorname{card}\left(I_{\ell}\right)$ denotes the cardinal of $I_{\ell}$ and $\operatorname{Pe}\left(I_{\ell} / \mathbf{x}\right)$ is the error probability for $I_{\ell}$ conditioned on $\mathbf{x}$.

The union bound applied to $\operatorname{Pe}\left(I_{\ell} / \mathbf{x}\right)$ in equation (3.16) leads to the following inequality:

$$
\begin{equation*}
P e\left(I_{\ell} / \mathbf{x}\right) \leq \sum_{\mathbf{y} \in C^{(\mathbf{H})}-\{\mathbf{x}\}} P(\mathbf{x} \rightarrow \mathbf{y}) \tag{3.17}
\end{equation*}
$$

Let $S_{\mathbf{x}, i}=\left\{\mathbf{y} \in C^{\mathbf{H}} \mid d_{E}(\mathbf{x}, \mathbf{y})=d_{i}\right\}$ be the set of points belonging to $C^{\mathbf{H}}$ and surrounding $\mathbf{x}$ at a Euclidean distance $d_{i}$. The shape of $S_{\mathbf{x}, i}$ is not necessarily spherical due to the cutting boundaries of the constellation. Equation (3.17) can be written as:

$$
\begin{equation*}
P e\left(I_{\ell} / \mathbf{x}\right) \leq \sum_{i} \sum_{\mathbf{y} \in S_{\mathbf{x}, i}} P_{i}(\mathbf{x} \rightarrow \mathbf{y}) \tag{3.18}
\end{equation*}
$$

with

$$
P_{i}(\mathbf{x} \rightarrow \mathbf{y})=\mathrm{Q}\left(\frac{d_{i}}{2 \sigma}\right)
$$

Combining equation (3.16) and inequality (3.18), the upper bound for $P e\left(I_{\ell}\right)$ becomes:

$$
\begin{equation*}
\operatorname{Pe}\left(I_{\ell}\right) \leq \frac{1}{\operatorname{card}\left(I_{\ell}\right)} \sum_{\mathbf{x} \in I_{\ell}} \sum_{i} \tau_{\mathbf{x}, \ell, i} \times \mathrm{Q}\left(\frac{d_{i}}{2 \sigma}\right) \tag{3.19}
\end{equation*}
$$

with $\tau_{\mathbf{x}, \ell, i}=\operatorname{card}\left(S_{\mathbf{x}, i}\right)$ and $\mathbf{x} \in I_{\ell}$. The shells at distance $d_{i}$ in the local theta series $S_{\mathbf{x}, i}$ are indexed by $i$ in the subscript of $\tau$.

Finally, for a fixed channel matrix $\mathbf{H}$, an accurate approximation of the point error probability for a multi-dimensional QAM modulation transmitted on a MIMO channel is obtained by combining equations (3.19) and (3.6),

$$
\begin{equation*}
\operatorname{Pe}\left(C^{\mathbf{H}}\right) \leq \sum_{\ell=0}^{n} \frac{p_{\ell}}{\operatorname{card}\left(I_{\ell}\right)} \sum_{x \in I_{\ell}} \sum_{i} \tau_{\mathbf{x}, \ell, i} \times \mathrm{Q}\left(\frac{d_{i}}{2 \sigma}\right) \tag{3.20}
\end{equation*}
$$

where $p_{\ell}$ is given by equation (3.8) or (3.15). In the following, the bound given in (3.20) is referred by MEPA (MIMO Error Probability Approximation).

The next subsection gives our proposed strategy to compute the coefficients $\tau_{\mathbf{x}, \ell, i}$ in (3.20).

### 3.2.5 Numerical implementation of $M E P A$

In this section, the computation of the coefficient $\tau_{\mathbf{x}, \ell, i}$ is detailed in the first subsection. Then, the Short vectors algorithm used for this computation is presented. The assumptions considered in the evaluation of the error probability $\operatorname{Pe}\left(C^{\mathbf{H}}\right)$ are given in the last subsection as well as the flowchart of the error probability computation. Finally, simulation results are illustrated to show the accuracy of our approximation.

### 3.2.5.1 Evaluation of $\tau_{\mathbf{x}, \ell, i}$ strategy

The coefficients $\tau_{\mathbf{x}, \ell, i}$ of the local theta series are easily determined from the original theta series of the random lattice $\Lambda$ as follows:

- Step 1: Generate lattice points $\mathbf{y} \in \Lambda$ located at a distance $d_{i}$ from the origin. These points are found using the Short vectors algorithm, which is detailed later, based on a Pohst enumeration inside a sphere [46][14].
- Step 2: For each $\mathbf{y}$ found in the previous step, check if the translate $\mathbf{y}+\mathbf{x}$ belongs to the constellation $C^{\mathbf{H}}$ and increment $\tau_{\mathbf{x}, \ell, i}$ accordingly.

The Short vectors algorithm used in Step 1 to compute the coefficient $\tau_{\mathrm{x}, \ell, i}$ is detailed in the following paragraph.

## Short vectors algorithm

The Short vectors algorithm searches all the points $\mathbf{x} \in \Lambda$ subject to $\|\mathbf{x}\|^{2} \leq C$ or equivalently if $\mathbf{x}=\mathbf{z M}$,

$$
\begin{equation*}
\|\mathbf{x}\|^{2}=\mathbf{z G z} \mathbf{z}^{T}=Q(\mathbf{z}) \leq C, \tag{3.21}
\end{equation*}
$$

where $C$ is a positive constant value and $\mathbf{G}=\mathbf{M} \mathbf{M}^{T}$ is the Gram matrix of the lattice $\Lambda$. It is noticed that the enumeration of the points $\mathbf{x}$ is equivalent to that illustrated in section 2.2 while assuming the sphere is centered at the lattice origin.
Thanks to Cholesky factorization, the Gram matrix $\mathbf{G}$ can be written as $\mathbf{G}=\mathbf{R}^{T} \mathbf{R}$, where $\mathbf{R}=\left[r_{i j}\right]$ is a real upper triangular matrix. Assuming $q_{i i}=r_{i i}^{2}, i=1 \ldots n$ and $q_{i j}=\frac{r_{i j}}{r_{i j}}, i=1 \ldots n$ and $j=i+1 \ldots n$, we can write:

$$
\begin{equation*}
Q(\mathbf{z})=\sum_{i=1}^{n} q_{i i}\left(z_{i}+\sum_{j=i+1}^{n} q_{i j} z_{j}\right)^{2} \leq C \tag{3.22}
\end{equation*}
$$

The Short vectors algorithm used to solve $Q(\mathbf{z}) \leq C$ is given by the following steps, extracted from [46]:

In Step 1 to Step 6, $T_{i}, U_{i}$ and $Z$ are operation variables.

## $\underline{\text { Example of computing } \tau_{x, \ell, i}}$

Figure 3.6 illustrates an example of lattice constellation in the 2-dimensional real space. This example shows how the parameter $\tau_{x, \ell, i}$ is computed for four different points of the constellation, namely $0, \mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$. The Short vectors algorithm is applied to obtain the neighbors of the origin in the lattice located on different shells. Then translations of the different neighbors around the points $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$ are illustrated for cases (a), (b), and (c) respectively in Fig. 3.6. It is clear that the parameter $\tau_{\mathbf{x}, \ell, i}$, given by the intersection of the constellation and the translated shells (Step $2)$, depends on the position of the point $\mathbf{x}$ in the constellation. Notice that the two points $\mathbf{0}$ and $\mathbf{x}_{1}$ that belong to the subset $I_{2}$ do not necessarily have the same parameter $\tau_{\mathbf{x}, \ell, i}$.

### 3.2.5.2 Numerical implementation of $M E P A$ assumptions

For the derivation of numerical results, we limited the total number of considered points $\mathbf{x}$ in (3.20) to $N_{x}=\min \left(1000, \prod_{k=1}^{n_{t}} M_{k}\right)$. The number of points selected from the subset $I_{\ell}$ (points lying on the intersection of $\ell$ facets) is weighted by $p_{\ell}$, i.e. we consider $p_{\ell} N_{x}$ such points. This method accurately approximates the distribution of constellation points according to their position. The number of shells in the considered local theta series is limited to $i_{\text {max }}$, where the most distant shell is at $2 d_{\text {Emin }}^{2}(\Lambda)$. The conventional factor 2 is fully justified by its corresponding 3dB signal-to-noise ratio margin on a Gaussian channel. If the local theta series (around $\mathbf{x}$ ) is empty, then the new search radius can be increased up to $4 d_{\text {Emin }}^{2}(\Lambda)$ ( 6 dB SNR margin).

Another heuristic for controlling $i_{\max }$ is to select the first squared radius greater than $\min _{i} g_{i i}$, where $\left[g_{i j}\right]=\mathbf{M M}^{T}$ is the Gram matrix for $\Lambda$. It can be shown that the minimum Euclidean distance in $\mathrm{C}^{\mathrm{H}}$ satisfies

```
    input : The matrix [ \(q_{i j}\) ] used in (3.22) and \(C>0\)
    output: All \(\mathbf{z} \in \mathbb{Z}^{n}, \mathbf{z} \neq \mathbf{0}\), satisfying (3.21) and additionally each corresponding value
        \(Q(\mathbf{z})\)
    Step 1 : (Initialization)
    Set \(i \leftarrow n, T_{i} \leftarrow C, U_{i} \leftarrow 0\)
    Step 2 : (Bounds for \(z_{i}\) )
    Set \(Z \leftarrow \sqrt{T_{i} / q_{i i}}, U B\left(z_{i}\right) \leftarrow\left\lfloor Z-U_{i}\right\rfloor, z_{i} \leftarrow\left\lceil-Z-U_{i}\right\rceil-1\),
    where \(\operatorname{UB}\left(z_{i}\right)\) is an upper bound of \(z_{i}\)
    Step 3 : (Increase \(z_{i}\) )
    if \(z_{i}>U B\left(z_{i}\right)\) then
    set \(z_{i} \leftarrow z_{i}+1\)
end
else
    go to Step 5
    end
    Step 4 : (Increase i)
    Set \(i \leftarrow i+1\)
    Go to Step 3
    Step 5 : (Decrease i)
    if \(i=1\) then
    go to 6
    end
    else
        set \(i \leftarrow i-1, U_{i} \leftarrow \sum_{j=i+1}^{n} q_{i j} z_{j}, T_{i} \leftarrow T_{i+1}-q_{i+1 i+1}\left(z_{i+1}+U_{i+1}\right)^{2}\)
        go to Step 2
    end
    Step 6 : (Solution)
    if \(\mathbf{z}=\mathbf{0}\) then
    terminate
    end
    else
    print \(\mathbf{z},-\mathbf{z}\) and \(Q(\mathbf{z})=C-T_{1}+q_{11}\left(z_{1}+U_{1}\right)^{2}\)
    go back to Step 3
end
```

Algorithm 1: Short vectors algorithm.

$$
\begin{array}{llll}
\tau_{\mathbf{x}_{2}, 0,1}=6 \\
\tau_{\mathbf{x}_{2}, 0,2}=4, & \text { () } & \text { () } & \text { () } \\
\tau_{\mathbf{x}_{2}, 0,3}=2 & & C^{\mathbf{H}} \tag{c}
\end{array}
$$
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Figure 3.6: Example for computing the parameter $\tau_{\mathbf{x}, \ell, i}$ for different points in the bidimensional constellation.

$$
\begin{align*}
& d_{\text {Emin }}(\Lambda) \leq d_{\text {Emin }}\left(C^{\mathbf{H}}\right) \\
& d_{\text {Emin }}(\Lambda) \leq \sqrt{\min _{i=1 \ldots . .} g_{i i}} \tag{3.23}
\end{align*}
$$

For $1 \leq \ell \leq n$, the algorithm proposed to compute $P e_{I_{\ell}}$ is depicted on Fig. 3.7. The notations used in the flowchart are the following:

- $K$ is the current number of points, belonging to $\ell$ hyperplane facets, actually tested;
- $K_{\mathbf{x}}^{d_{i}}$ is the number of points located at a distance $d_{i}$ from the constellation point $\mathbf{x}$;
- $\tau_{i}(\Lambda)$ is the number of points located at a distance $d_{i}$ from the constellation point $\mathbf{x}$ in the lattice $\Lambda$ (results from the theta series of the lattice $\Lambda$ );
- $S_{0, i}^{\Lambda}=\left\{\mathbf{y} \in \Lambda, d(\mathbf{0}, \mathbf{y})=d_{i}\right\}$ is the $i^{\text {th }}$ shell around the lattice origin $\mathbf{0}$;
- $z_{\text {min }}^{j}$ and $z_{\text {max }}$ denotes respectively the minimum and maximum values of the $j^{\text {th }}$ component in the constellation $C^{H}$;
- $\mathbf{z}_{\mathbf{x}}$ is a $n$-dimensional vector such as $\mathbf{x}=\mathbf{z}_{\mathbf{x}} \mathbf{G}$ and $\mathbf{z}_{\mathbf{y}}$ is a $n$-dimensional vector such as $\mathbf{y}=\mathbf{z}_{\mathbf{y}} \mathbf{G}$;
- $\left(\mathbf{z}_{\mathbf{x}}+\mathbf{z}_{\mathbf{y}}\right)_{j}$ denotes the $j^{\text {th }}$ component of the vector $\mathbf{z}_{\mathbf{x}}+\mathbf{z}_{\mathbf{y}}$;
- The error probability $P e_{i}$ is equal to $P e_{i}=\mathrm{Q}\left(\frac{d_{i}}{2 \sigma}\right)$

Note that the error probability $P e\left(I_{\ell}\right)$ computed by the algorithm described in Fig. 3.7 is proportional to the upper bound on the error probability given by the equation (3.19). This proportionality coefficient will be compensated in the evaluation of the overall error probability $\operatorname{Pe}\left(C^{\mathbf{H}}\right)$, presented in Fig. 3.7. Moreover in order to reduce the complexity of the algorithm, the vectors $\mathbf{x}$ belonging to $I_{\ell}$ can be stored in a table to avoid generating them for each $i=1, \ldots, i_{\text {max }}$. The same remark may be applied to the lattice points $\mathbf{y}$, which are generated around the constellation origin thanks to Short vectors algorithm, i.e. for a given shell $i$, the same vectors $\mathbf{y}$ can be used for different points $\mathbf{x}$ (only a translation is required). Furthermore, as the lattice is the same for all constellations considered in the set $\mathbb{R}$, the same vector $\mathbf{y}$ can be used for all the constellations to be tested.

### 3.2.6 Simulation results

Figure 3.8 illustrates the accuracy of the upper bound (3.20) in the case of a fixed $4 \times 4 \mathrm{MIMO}$ channel. The point error rate is plotted versus the average signal-to-noise ratio. The matrix $\mathbf{H}$ is selected at random and kept unchanged $\left(T_{c}=\infty\right)$ for all results shown in Fig. 3.8. Four different QAM combinations are tested. The notation $4^{*} \mathrm{M}$-QAM means that 4 transmit antennas are using the same M-QAM. When transmitted constellations are not identical, a notation as 16-16-64-64-QAM means that $M_{1}=M_{2}=16$ and $M_{3}=M_{4}=64$. In all cases, simulation results below $10^{-1}$ are very close to the proposed analytical approximation.

Figure 3.9 illustrates the average error probability of a quasi-static $4 \times 4 \mathrm{MIMO}$ channel with a finite coherence time ( $T_{c}=10$ instead of $+\infty$ ). Expectation is made over the distribution of $\mathbf{H}$ in Fig. 3.9. The proposed approximation maps almost exactly with simulation results below $10^{-1}$.

The Fig. 3.10 compares the simple upper bound (3.4) to our bound (3.20) that is based on the local theta series. It is shown that the simple bound (3.4) is less accurate than (3.20). For low SNR, (3.4) is not necessarily an upper bound because some Voronoi facets are due to more distant points than those located on the first lattice shell (see the $4^{*} 16-\mathrm{QAM}$ case). At high SNR, the influence of those facets is negligible. The gap between the simple bound and the exact error rate decreases with the constellation size at high SNR. For example, at $E_{b} / N_{0}=16 \mathrm{~dB}$, a factor of 8 is noticed between both bounds when 4-QAM is applied on transmit antennas, whereas this factor is equal to 3 when 16-QAM is used.

The previous study to evaluate the error probability for a quasi-static MIMO system is valid when $n_{t} \leq n_{r}$. Indeed, the upper triangular factorization (e.g. based on Cholesky factorization) of the Gram matrix $\mathbf{G}=\mathbf{M} \mathbf{M}^{T}$ that is considered in the Short vectors algorithm (see section 3.2.5), can be used only for definite positive Gram matrix, e.g. case $n_{t} \leq n_{r}$. The next section shows how to generalize this study for any $\left(n_{t}, n_{r}\right)$.


Figure 3.7: Flowchart of the algorithm used to compute the error probability $\operatorname{Pe}\left(I_{\ell}\right)$.


Figure 3.8: Error probability of a $4 \times 4$ static MIMO channel ( $T_{c}=+\infty$ ). Analytic approximation (continuous lines) and Monte Carlo simulation (dotted lines).

### 3.3 Generalization of the error probability approximation for any MIMO channel

The generalization of the Cholesky factorization for a non definite Gram matrix $\mathbf{G}=\mathbf{R R}^{T}$ (when the rank of $\mathbf{G}$ is equal to $2 n_{r}<2 n_{t}$ ) yields to an upper triangular matrix $\mathbf{R}$ of rank equal to $2 n_{r}$ with diagonal elements satisfying

$$
r_{i i}= \begin{cases}0 & \text { for } i>n_{r}  \tag{3.24}\\ \neq 0 & \text { for } 1 \leq i \leq n_{r}\end{cases}
$$

Recall that the Short vectors algorithm searches the lattice points $\mathbf{x}=\mathbf{z M}$ located around the lattice origin. Let $\mathbf{z}^{U p}$ and $\mathbf{z}^{D w}$ refer to the first $m$ and the last $n-m$ elements of the integer vector $\mathbf{z}$, where $m=2 n_{r}$ and $n=2 n_{t}$. For a given value of $\mathbf{z}^{U p}$, the Short vectors algorithm is applied to search the elements of $\mathbf{z}^{D w}$. This should be repeated for each possible value of $\mathbf{z}^{U_{p}}$. Note that the components of $\mathbf{z}^{U p}$ are integers belonging to the interval $z_{\min _{i}} \leq \mathbf{z}_{i}^{U p} \leq z_{\max _{i}}$, where $z_{\min _{i}}$ and $z_{\max _{i}}$ denote the lower and the higher values of the components belonging to the QAM applied on the $\lceil i / 2\rceil^{\text {th }}$ antenna, $1 \leq i \leq n$. However, this approach to generalize the Short vectors algorithm has an exponential complexity in $(n-m)$, when the same M-QAM modulation is applied on all transmit antennas. Thus, the search complexity increases with the modulation


Figure 3.9: Average error probability of a $4 \times 4$ quasi-static MIMO channel ( $T_{c}=10$ ). Analytic approximation (continuous lines) and Monte Carlo simulation (dotted lines).
size and is higher for large constellations (e.g. 64-QAM, 256-QAM).
In [17], the authors proposed a method to generalize the sphere decoder algorithm with lower complexity than the previous approach. The proposed algorithm aims to find an upper bound for the minimum Euclidean lattice constellation and to search the neighbors surrounding a lattice constellation point at a distance $d_{i}$.

In this section, we present first the generalized sphere decoder algorithm proposed in [17] and considered in our simulations. Then, we describe the generalization of the error probability (3.20) for the case when $n_{t}>n_{r}$. Finally, we give some simulation results for this case.

### 3.3.1 Generalization of the sphere decoder algorithm for the case when $n_{t}>n_{r}$

Let us write the relationship between the transmit and the receive signal of a $n_{t} \times n_{r}$ MIMO system, as

$$
\begin{equation*}
\mathrm{r}=\mathrm{sH}+\boldsymbol{v} \tag{3.25}
\end{equation*}
$$

Let $\mathbf{x}=\mathbf{z M}$ be equivalent to $\mathbf{s H}$ in the real space $\mathbb{R}^{n}$, where $\mathbf{M}$ is a $n \times m$ real matrix related to $\mathbf{H}$ as given in equation (3.2). The lattice constellation corresponding to the channel $\mathbf{H}$ is denoted


Figure 3.10: Average error probability of a $4 \times 4$ quasi-static MIMO channel $\left(T_{c}=10\right)$. Analytic approximation given in (3.20) based on local theta series (continuous lines), bound given in (3.4) based on minimum Euclidean distance (dashed lines), and Monte Carlo simulation (dotted lines).

## $C^{H}$.

As previously seen, the sphere decoder algorithm is based on the maximum-likelihood criterion (see section 2.2). It consists in enumerating all the lattice points $\mathbf{x}=\mathbf{z M} \in C^{\mathbf{H}}$ located within a certain region, denoted $S \subset \mathbb{R}^{n}$, around the received point $\mathbf{r}$ and selecting the closest point $\hat{\mathbf{x}}$, as follows:

$$
\begin{equation*}
\|\mathbf{r}-\hat{\mathbf{x}}\|^{2}=\min _{\mathbf{x} \in C^{\mathrm{H}} \cap S}\|\mathbf{r}-\mathbf{x}\|^{2} \tag{3.26}
\end{equation*}
$$

The Euclidean distance $\|\mathbf{r}-\mathbf{x}\|^{2}$ can be expressed as

$$
\begin{align*}
\|\mathbf{r}-\mathbf{x}\|^{2} & =\|\mathbf{r}-\mathbf{z} \mathbf{M}\|^{2}+\alpha \mathbf{z z}^{T}-\alpha \mathbf{z z}^{T} \alpha>0 \\
& =\|\mathbf{r}\|^{2}+\mathbf{z}\left(\mathbf{M M}^{T}+\alpha \mathbf{I}_{n}\right) \mathbf{z}^{T}-\alpha \mathbf{z z}^{T}-\mathbf{r} \mathbf{M}^{T} \mathbf{z}^{T}-\mathbf{z M r}^{T}, \tag{3.27}
\end{align*}
$$

Let consider the positive definite matrix $\tilde{\mathbf{G}}=\mathbf{M M}^{T}+\alpha \mathbf{I}_{n}$. This matrix can be Cholesky factorized as $\tilde{\mathbf{G}}=\tilde{\mathbf{R}}^{T} \tilde{\mathbf{R}}$, where $\tilde{\mathbf{R}}$ is an upper triangular matrix. Let us define $\rho$ and $\tilde{\mathbf{M}}$ such as $\rho=\mathbf{r M}^{T} \tilde{\mathbf{G}}^{-1}$ and $\tilde{\mathbf{M}}=\tilde{\mathbf{R}} \tilde{\mathbf{R}}^{T}$. The equality (3.27) can be written as

$$
\begin{align*}
\|\mathbf{r}-\mathbf{z M}\|^{2} & =\|\mathbf{r}\|^{2}+\mathbf{z} \tilde{\mathbf{R}} \tilde{\mathbf{R}}^{T} \mathbf{z}^{T}+\boldsymbol{\rho} \tilde{\mathbf{R}} \tilde{\mathbf{R}}^{T} \boldsymbol{\rho}^{T}-\boldsymbol{\rho} \tilde{\mathbf{M}} \boldsymbol{\rho}^{T}-\alpha \mathbf{z} \mathbf{z}^{T}-\mathbf{r} \mathbf{M}^{T} \mathbf{z}^{T}-\mathbf{z} \mathbf{M r} \\
& =\|(\boldsymbol{\rho}-\mathbf{z}) \mathbf{R}\|^{2}+\|\mathbf{r}\|^{2}-\boldsymbol{\rho} \tilde{\mathbf{M}} \boldsymbol{\rho}^{T}-\alpha \mathbf{z} \mathbf{z}^{T} \tag{3.28}
\end{align*}
$$

Thus, the new radius for (3.26) is equal to

$$
\begin{equation*}
r_{1}^{2}=r^{2}-\|\mathbf{r}\|^{2}+\boldsymbol{\rho} \tilde{\mathbf{M}} \boldsymbol{\rho}^{T}+\alpha \mathbf{z} \mathbf{z}^{T} \tag{3.29}
\end{equation*}
$$

In [17], the algorithm is proposed at first in the case of QPSK modulation and then is generalized to any M-QAM modulation. Indeed, if the elements of $\mathbf{z}$ are of constant modulus the QPSK case, the product $\alpha \mathbf{z z ^ { T }}$ remains constant. Thus, the minimization of the Euclidean norm $\|(\rho-\mathbf{z}) \mathbf{R}\|^{2}$ is equivalent to the minimization of $\|\mathbf{r}-\mathbf{z M}\|^{2}$ on $\mathbf{z}$. Note that the complexity of this proposed algorithm depends on the choice of $\alpha$. There exists an optimal $\alpha$ that leads to the lowest complexity but it is impossible to derive a closed-form expression for the optimal $\alpha$, which depends on the variance of the additive noise and $n-m$ [17]. For simulations, we test the value of $\alpha=\frac{0.5}{n-m}$. We apply the Schnorr Euchner strategy [1] to the generalized sphere decoder. This choice is done to avoid searching the closest point into the sphere of radius $r_{1}^{2}$, especially when $r_{1} \gg 1$.

To generalize this algorithm to any M-QAM modulation, it is observed that any M-QAM ( $M=2^{n}$ ) constellation can be represented as a weighted sum of $n / 2$ QPSK constellations when $n$ is an even number [17]. Thus,

$$
\begin{equation*}
\forall s \in \mathrm{M}-\mathrm{QAM}, \exists s_{i} \in \mathrm{QPSK}, 0 \leq i \leq n / 2 \text { such that } s=\sum_{i=0}^{\frac{n}{2}-1} 2^{i} s_{i} \tag{3.30}
\end{equation*}
$$

For example, if we consider a 16-QAM modulation, any symbol $s \in 16$-QAM can be expressed as:

$$
\mathbf{s}=2 \mathbf{s}_{1}+\mathbf{s}_{0}
$$

where $\mathbf{s}_{0}, \mathbf{s}_{1} \in$ QPSK.
The received signal $\mathbf{r}=\mathbf{s H}+\boldsymbol{v}$ can be written as

$$
\mathbf{r}=\left[\begin{array}{ll}
\mathbf{s}_{1} & \mathbf{s}_{0}
\end{array}\right]\left[\begin{array}{c}
2 \mathbf{H}  \tag{3.31}\\
\mathbf{H}
\end{array}\right]+\boldsymbol{v}
$$

A MIMO system with $n_{t}$ transmit, $n_{r}$ receive antennas, and 16-QAM modulation could be transformed into another MIMO system with $2 n_{t}$ transmit, $n_{r}$ receive antennas, and QPSK modulation.

In the following, we consider the algorithm described above to generalize the proposed MIMO error probability approximation to any $\left(n_{t}, n_{r}\right)$.

### 3.3.2 Generalization of the error probability computation when $n_{t}>n_{r}$

We adapt the approximation given in (3.20) to the asymmetric case, $n_{t}>n_{r}$. For a fixed channel matrix $\mathbf{H}$, it is shown (see section 3.2) that an accurate approximation of the point error
probability for a multi-dimensional QAM modulation transmitted on a MIMO channel is upper bounded by

$$
\begin{equation*}
\operatorname{Pe}\left(C^{\mathrm{H}}\right) \leq \sum_{\ell=0}^{n} \frac{p_{\ell}}{\operatorname{card}\left(I_{\ell}\right)} \sum_{\mathrm{x} \in I_{\ell}} \sum_{i} \tau_{\mathbf{x}, \ell_{,}, i} \times \mathrm{Q}\left(\frac{d_{i}}{2 \sigma}\right) \tag{3.32}
\end{equation*}
$$

where $\operatorname{Pe}\left(C^{\mathbf{H}}\right)$ denotes the average point error probability associated to the finite constellation $C^{\mathrm{H}}$ and $I_{\ell}$ is a subset of $C^{\mathrm{H}}$ that contains lattice points located on the intersection of $\ell$ facets in $C^{\mathrm{H}}$. The subset $I_{0}$ represents the interior of the constellation. The factor $p_{\ell}$ is the probability that a point of the constellation $C^{\mathrm{H}}$ belongs to the subset $I_{\ell}$. The expressions of $p_{\ell}$ given in (3.8) and (3.15) remain valid in the studied case. The coefficients $\tau_{\mathbf{x}, \ell, i}$ represents the number of points belonging to $\ell$ facets and surrounding the point $\mathbf{x}$ at a distance $d_{i}$ within the constellation. Since the coefficients $\tau_{\mathbf{x}, \ell, i}$ is evaluated thanks to the Short vectors algorithm, it is necessary to generalize this algorithm for the studied case, $n_{t}>n_{r}$.

### 3.3.2.1 Generalization of the Short vectors algorithm

As indicated in section 3.2.5, the Short vectors algorithm searches all the points $\mathbf{x}=\mathbf{z M} \in \Lambda$ subject to $\|\mathbf{x}\|^{2} \leq C$, where $\mathbf{z} \in \mathbb{Z}^{n}$.

Considering the approach detailed in section 3.3.1, the Euclidean norm $\|\mathbf{x}\|^{2}$ can be written as

$$
\begin{equation*}
\|\mathbf{x}\|^{2}=\mathbf{z M z} \mathbf{z}^{T}=\mathbf{z} \tilde{\mathbf{G}} \mathbf{z}^{T}-\alpha \mathbf{z} \mathbf{z}^{T} \leq C \tag{3.33}
\end{equation*}
$$

Thus, inequality (3.33) is equivalent to

$$
\begin{equation*}
\mathbf{z} \tilde{\mathbf{M}} \mathbf{z}^{T}=\|\mathbf{z} \tilde{\mathbf{R}}\|^{2} \leq C+\alpha \mathbf{z z}^{T} \leq C+\alpha \sum_{i=1}^{n} z_{\max _{i}}^{2} \alpha>0 \tag{3.34}
\end{equation*}
$$

where $\tilde{\mathbf{M}}=\mathbf{M}+\alpha \mathbf{I}_{n}$ is a definite positive matrix and $\tilde{\mathbf{R}}$ is an upper triangular matrix resulting from the Cholesky factorization of $\tilde{\mathbf{M}}$ as indicated in section 3.3.1. Since $\tilde{\mathbf{M}}$ is definite and positive, it is possible to apply the Short vectors algorithm (detailed in section 3.2.5) to search the points $\tilde{\mathbf{x}}=\mathbf{z} \tilde{\mathbf{R}}$ belonging to the sphere centered at the origin of a square radius, equal to $\tilde{\mathrm{C}}=\mathrm{C}+\alpha \sum_{i=1}^{n} z_{\text {max }_{i}}^{2}$. Note that this algorithm outputs all the integer components $\mathbf{z}$ satisfying (3.34) and also the Euclidean distance $\|\tilde{\mathbf{x}}\|^{2}$. Thus, to determine the components $\mathbf{z}$ which satisfy (3.33), we should compute $\|\mathbf{x}\|^{2}=\|\tilde{\mathbf{x}}\|^{2}-\alpha \mathbf{z} \mathbf{z}^{t}$ and compare it to the radius $C$. Note that the minimum Euclidean distance of the constellation $d_{E_{\text {min }}}^{2}$ is upper bounded by

$$
d_{E_{\min }}^{2} \leq \min _{i} g_{i i}
$$

where $\mathbf{G}=\left[g_{i j}\right]$ is the Gram matrix.
Therefore, it is more efficient to limit the search of the short vectors algorithm to the sphere of square radius $C=\min _{i} g_{i i}$.
To evaluate the coefficients $\tau_{\mathbf{x}, \ell, i}$ corresponding to the different points $\mathbf{x}$ of the constellation, we proceed as in the previous study:

- Step 1: Generate lattice points $\mathbf{v} \in \Lambda$ located at a distance $d_{i}$ from the origin as described just before.
- Step 2: For each $\mathbf{v}$ found in the previous step, check if the translate $\mathbf{v}+\mathbf{x}$ belongs to the constellation $\mathrm{C}^{\mathbf{H}}$ and increment $\tau_{\mathrm{x}, \ell, i}$ accordingly.

It is noticed that the complexity of the proposed method to generalize the Short vectors algorithm depends on the new radius $\tilde{C}$. Indeed, the value of $\tilde{C}$ increases with the number of transmit antennas and especially with the constellation size (e.g. 64-QAM, 256-QAM). To decrease this complexity, it is possible to limit the search of the vector $\mathbf{z}$ within a region such that the different translations over the lattice points (Step 2) should be taken into account. Thus, it is sufficient to consider only the $z_{i}$ belonging to the interval $\left[-z_{\text {max }_{i}} z_{\text {max }_{i}}\right]$, where $z_{\text {max }_{i}}$ denotes the maximum value of the corresponding M-PAM. In simulation results, the coefficient $\alpha$ is fixed to 0.5 .

### 3.3.2.2 Numerical implementation

For the derivation of the numerical results, we limited the number of points $\mathbf{x}$ considered in (3.32) to $N_{x}=\min \left(1000, \prod_{k=1}^{n_{t}} M_{k}\right)$, where $M_{k}$ denotes the size of the modulation applied on the antenna $k$. The size of a subset $I_{\ell}$ is approximated by $\operatorname{card}\left(I_{\ell}\right) \approx p_{\ell} \times N_{x}$. The number of shells considered in the local theta series is limited to a number $i_{\max }$ where the most distant shell is at $\lambda d_{\text {Emin }}^{u p}\left(C^{\mathbf{H}}\right)$, with $\lambda \in\{2,4,8\}$, and where $d_{E m i n}^{u p}\left(C^{\mathbf{H}}\right)$ denotes an upper bound of the constellation minimum Euclidean distance. Starting the computation of the coefficient $\tau_{\boldsymbol{x}, \ell, i}$ for $\lambda=2$, if the local theta series (around $\mathbf{x}$ ) is empty, then the new search radius can be increased up to $4 d_{\text {Emin }}^{2}(\Lambda)$ or $8 d_{\text {Emin }}^{2}(\Lambda)$. The evaluation of $d_{\text {Emin }}^{u p}\left(C^{\mathrm{H}}\right)$ is determined by applying the generalized sphere decoder algorithm around a randomly chosen lattice constellation and then searching the closest constellation point.

### 3.3.3 Simulation results

We consider a quasi-static $n_{t} \times n_{r}$ MIMO system. In Figs. 3.11 and 3.12 , we plot the point error probability (PER) as a function of the average received $E_{b} / N_{0}$ for both scenarios $\left(n_{t}, n_{r}\right)=(3,2)$ and $\left(n_{t}=n_{r}\right)=(4,2)$ when applying QPSK and 16-QAM on the transmit antennas. The analytical results map almost exactly with the simulation results for both scenarios and both modulation sizes.


Figure 3.11: Average error probability of a $3 \times 2$ quasi-static MIMO channel $\left(T_{c}=100\right)$. Analytic approximation (continuous lines) and Monte Carlo simulation (dotted lines).


Figure 3.12: Average error probability of a $4 \times 2$ quasi-static MIMO channel $\left(T_{c}=100\right)$. Analytic approximation (continuous lines) and Monte Carlo simulation (dotted lines).


Figure 3.13: Main steps for the error probability computation.

### 3.4 Complexity of the error probability approximation

As indicated in Fig. 3.13, the evaluation of the conditional error probability approximation (3.20) is based on two main steps that are responsible for the computational complexity:

- Application of Short vectors algorithm : It is known that this algorithm has a polynomial complexity with respect to lattice dimension. It is of order $n_{s}^{4}$, where $n_{s}=\min \left(2 n_{t}, 2 n_{r}\right)$.
- Evaluation of the parameter $\tau_{x, \ell, i}$ for different points of the constellation: The complexity study of the approximation (3.20) shows that the evaluation of the factor $\tau_{\mathrm{x}, \ell, i}$ is the most time consuming. Indeed, this factor must be computed for $K_{c} \times i_{\text {max }}$ times for each channel realization $\mathbf{H}$, where $K_{c}=\min \left(1000,2^{\Sigma_{i=1}^{n_{t}} \log _{2}\left(M_{i}\right)}\right.$ ) and $i_{\text {max }}$ depends on the number of transmit antennas $n_{t}$. Typically, on average, $i_{\max }$ equals 2 for $n_{t}=2$ and to 10 for $n_{t}=4$. For example, when $n_{t}=n_{r}=4$ and 16-QAM modulation applied on all transmit antennas, $\tau_{\mathrm{x}, \ell, i}$ is computed 104 times on average for each MIMO channel.


## Conclusions

This chapter focused on the performance of uncoded MIMO systems with spatial multiplexing scheme at the transmitter. In this scheme, same or distinct modulations could be applied on transmit antennas. Then, by considering the lattice code associated to the MIMO channel and using lattice theory, we derived an accurate approximation for the conditional error probability. This approximation was derived at first for the case when there are more antennas at the
receiver side. Then, we generalized this approximation without any constraint on the number of antennas. Finally, Monte-Carlo simulation results given for both cases showed the tightness of our analytical approximation for different antenna and modulation configurations. The error probability approximation was compared to another one proposed for the whole lattice associated to the MIMO channel. It was noticed that this bound is less accurate than our approximation (e.g. a loss in SNR higher than 2 dB at $\mathrm{PER}=10^{-3}$ with 4 -QAM on all antennas), but has a lower computation complexity.
Our error probability approximation is used in the next chapter for adaptive techniques in MIMO systems: adaptive modulation and antenna selection.

## Chapter 4

## Adaptive techniques for MIMO systems

## Introduction

MIMO systems can offer significant capacity and diversity gains over traditional SISO systems [59], [21], [57]. That is why, multiple antenna technique is integrated in future wireless systems to provide more reliability and high data rates. Unfortunately, the performance of MIMO systems depend on the radio channel conditions. To maintain a target QoS in conventional multiple antenna systems, transmission parameters (e.g. data rate, modulation and coding, transmit power, etc) should be adjusted to the worst case. This leads to insufficient use of the channel bandwidth under favorable channels. Moreover, the use of multiple antennas demands additive devices (e.g. RF chains) which increases the cost and the complexity of these systems. Several techniques have been proposed to cope with these limitations, for example adaptive modulation [52], [69], [70], [50], [64] and antenna selection [29], [30], [27]. On the one hand, adaptive modulation technique aims to guarantee a target QoS while maximizing the data rate [69], [70], [50], or minimizing the transmit power [64], etc. according to channel conditions. On the other hand, antenna selection is proposed to reduce the cost of MIMO systems by reducing the number of active antennas, while keeping the advantage of using all the available antennas.

In both adaptive techniques, the selection of the appropriate modulation or antenna set at the transmission needs a relevant metric. This metric must be defined to precisely assess the MIMO system performance.

In this chapter, we propose a new adaptive modulation scheme as well as a new antenna selection algorithm. Both techniques use the accurate approximation of the conditional error probability in a MIMO system, given in chapter 3, as a metric to select the best parameters, namely modulation size and antenna set for transmission. The transmission scheme depicted in chapter 1 is assumed in this chapter.
Section 4.1 focuses on the designed adaptive modulation scheme. First, we introduce this technique and we illustrate some existing schemes in the literature. Then, we describe our algorithm to adapt modulations on transmit antennas for spatial multiplexing MIMO systems. A refinement of this algorithm is made to reduce the search complexity of the optimal modulations. Finally, our adaptive modulation scheme is compared to another one using the error
probability bound (3.4), and also to non-adaptive systems.
Section 4.2 deals with the antenna selection technique. First, the principle of this technique as well as some exiting selection schemes are given. Second, we illustrate the general model for MIMO systems with antenna selection and we indicate our assumptions. Third, we study the performance of SIMO systems while activating the best receive antennas in terms of the instantaneous received SNR. After that, our proposed selection criterion and some existing selection criteria are introduced. Finally, we compare the performance achieved with the different criteria for many receiver schemes.

### 4.1 Adaptive modulation

### 4.1.1 Adaptive modulation concept

Adaptive modulation is a promising technique to maximize the transmission rate while guaranteeing a target quality of service (QoS). This justifies its popularity for future high-rate wireless systems (e.g. HSDPA, IEEE 802.11). The fundamental concept of adaptive modulation consists in adjusting the transmission parameters (modulation size, transmit power, coding parameters, etc), according to the current channel state. This adaptation aims to guarantee a target QoS and to achieve the highest possible spectral efficiency. In this chapter, QoS will be characterized by a target error rate. Therefore, the adaptive modulation aims to

$$
\begin{gathered}
\text { maximize the spectral efficiency } \\
\text { subject to } \\
\operatorname{Pe}\left(C^{\mathbf{H}}\right) \leq P E R_{\text {target }}
\end{gathered}
$$

where $\operatorname{Pe}\left(C^{\mathbf{H}}\right)$ is the error probability and $P E R_{\text {target }}$ is the target error rate.
In the literature, adaptive modulation schemes have been studied at first for SISO systems. One of the most famous algorithm for such systems is the one given in [26], [13]. The corresponding adaptive modulation technique selects the maximum information rate subject to a double constraint on the error rate and the average transmitted power. In [26] and [13], the proposed adaptive approach is based on an approximation of the conditional error probability for an AWGN channel. The adaptation is studied for two categories, namely continuous rate and discrete rate. Analytical expressions for transmit power and rate are derived for the continuous rate case, whereas in the discrete rate case, numerical search is undertaken to determine the optimal adaptation parameters. The latter case, when the set of available constellations is discrete, is more interesting from a practical point of view.

Figure 4.1 depicts a general model for an adaptive modulation scheme in a MIMO context. Note that this model is also valid for a SISO context when one antenna is assumed at both sides. Any adaptive modulation algorithm for both MIMO and SISO systems is based on three major input parameters that depend on the adaptation strategy:

1. Channel State Information (CSI) : It characterizes the knowledge of the radio channel at one or both (receiver and transmitter) sides of the system. Perfect CSI means that the channel is estimated without error. Systems with perfect CSI available at both sides are referred as ideally designed adaptive modulation systems.
2. Link quality of the transmission : It depends on the instantaneous channel state information within the current frame. Based on the link quality of the transmission, the appropriate modulations at the transmitter are selected.


Figure 4.1: Adaptive modulation issue in a MIMO context.
3. Feedback link : Once the optimal modulation is selected according to the current channel, this selection should be fed back to the transmitter to adjust the modulations applied on the different transmit antennas. When this information is returned to the transmitter without error, a perfect feedback is assumed.

Different strategies have been proposed based on the system model depicted on Fig. 4.1. The focus of these different schemes is how to determine the link quality of the transmission and then select the appropriate transmission parameters. In [69] and [70], the authors founded their strategy on a singular value decomposition of the MIMO channels to obtain parallel eigen sub-channels. Then, they applied the adaptive scheme for a SISO system [13] on each eigen sub-channel. This method requires a perfect CSI at the transmitter and at the receiver in order to apply the precoding required by the SVD and the related adaptive policy. Such method presents the following drawbacks:

1. Sensitivity to channel estimation errors.
2. Need of a reliable feedback allowing to send a high number of bits (especially for high dimension) to inform the transmitter about the precoding matrix.

In the following, we propose a new adaptive modulation scheme. This scheme requires a few bits to inform the transmitter about the optimal modulation combination to be applied while satisfying the system constraints.

### 4.1.2 A new adaptive modulation scheme

We restrict our scheme to the adaptation of modulation size for each transmit antenna for uncoded MIMO channels. Power adaptation and channel coding rate variations are not considered. Square QAM modulations are assumed in this work. However, this study is valid for any rectangular QAM that can be implemented with two independent PAMs. Perfect CSI is available at the receiver side only. The transmitter is informed via the feedback link about the selected QAMs that satisfy the system constraints. The link quality of the transmission is evaluated by computing the error probability conditioned on the channel $\mathbf{H}, \operatorname{Pe}\left(C^{\mathbf{H}}\right)$. The objective of our adaptive modulation scheme is the following:


Figure 4.2: Adaptive QAM modulation receiver/transmitter pair for quasi-static MIMO channels.

Given an average signal-to-noise ratio per bit, find modulation sizes $M_{1}, M_{2}, \ldots, M_{n_{t}}$ for the $n_{t}$ transmit antennas in order to maximize the spectral efficiency $\sum_{k=1}^{n_{t}} \log _{2}\left(M_{k}\right)$ under the constraint $\operatorname{Pe}\left(C^{\mathbf{H}}\right) \leq$ $P E R_{\text {target }}$, where $P E R_{\text {target }}$ is the target point error rate.

Notice that when $P e\left(C^{\mathbf{H}}\right) \geq P E R_{\text {target }}$, no data is transmitted and the conditional error probability $P e\left(C^{\mathbf{H}}\right)$ is equal to 0 . In the latter case, an outage is declared.

In practice, if the quality of service depends on the frame error rate (FER) and if a frame has length $N_{F}$ transmit periods, $N_{F} \leq T_{c}$, then $F E R=1-(1-P E R)^{N_{F}} \approx N_{F} \times P E R$. Hence, $P E R_{\text {target }}$ can be easily linked to $F E R_{\text {target }}$ and can be used for the adaptation QoS constraint.

Figure 4.2 depicts our adaptive modulation scheme for uncoded MIMO channels. Assume that the $n_{t}$-antenna transmitter selects the modulation among $N_{q}$ distinct QAM modulations. For example, $N_{q}=4$ if square constellations 4-QAM, 16-QAM, 64-QAM and 256-QAM are used. If all transmit antennas use the same M-QAM constellation, then the adaptation scheme should select an optimal solution $(M, M, \ldots, M)_{o p t}$ among $N_{q}$ possibilities. If transmit antennas use different QAM constellations, then the adaptation scheme should select an optimal solution $\left(M_{1}, M_{2}, \ldots, M_{n_{t}}\right)_{o p t}$ among $N_{q}^{n_{t}}$ possibilities.

At the receiver side, the channel estimation block provides a perfect estimate of the channel $\mathbf{H}$ and the noise variance $\sigma^{2}$ to the adaptation block. The PER computation function uses the approximation (3.20) to compute $P E R=P e\left(C^{\mathbf{H}}\right)$, where $C^{\mathbf{H}}=C^{\mathbf{H}}\left(M_{1}, M_{2}, \ldots, M_{n_{t}}\right)$. The final block selects the optimal solution $\left(M_{1}, M_{2}, \ldots, M_{n_{t}}\right)_{o p t}$ that maximizes the total spectral efficiency $\sum_{k=1}^{n_{t}} \log _{2}\left(M_{k}\right)$ under the constraint $P E R \leq P E R_{\text {target }}$. Finally, the feedback link conveys $n_{t} \times\left\lceil\log _{2}\left(N_{q}\right)\right\rceil$ bits to the transmitter, e.g. 8 feedback bits if $n_{t}=4$ and $N_{q}=4$.

The complexity of the adaptive scheme depends on the number of available modulations. The easiest adaptive modulation scheme when all QAMs are identical, $M_{1}=M_{2}=\ldots=M_{n_{t}}$, has a low adaptation complexity proportional to $N_{q}$. On the contrary, the most efficient adaptive modulation scheme (when QAM constellations may be distinct per transmit antenna) has an adaptation complexity proportional to the number of possibilities, that is equal to $N_{q}^{n_{t}}$, e.g.
$4^{4}=256$ possibilities if 4 types of QAM are authorized ( $N_{q}=4$ and $\left.M \in\{4,16,64,256\}\right)$ and $n_{t}=4$ transmit antennas. Hence, an adaptation with a brute force (exhaustive search means that all combinations are tested) will $\operatorname{cost} N_{q}^{n_{t}}$ numerical evaluations of (3.20).

Since the spectral efficiency varies when from $n_{t} \times 2$ to $n_{t} \times 2 \times N_{q}$ bits per channel use, it can have exactly $\frac{8 n_{t}-2 n_{t}}{2}+1=\left(N_{q}-1\right) \times n_{t}+1$ possible values. In order to avoid considering all ( $N_{q}^{n_{t}}=256$ for $n_{t}=4$ and $N_{q}=4$ ) the possibilities, a key idea is to select a reduced number of combinations. This could be achieved by partitioning the set of all the possibilities into subsets (classes) of combinations having the same spectral efficiency ( 13 for $n_{t}=4$ and $N_{q}=4$ ). The following paragraph describes the proposed strategy to generate a representative for each class.

## Strategy to reduce the modulation combination list

- Step 1: The objective of this step is to select a representative for each spectral efficiency value between $n_{t} \times 2$ and $n_{t} \times 8$. For example, if $n_{t}=4$, the first step consists in choosing $13=3 n_{t}+1$ representatives as in Table 4.1. So, we start with the lowest modulation combination $(4, \ldots, 4)$. Then, to move upward from the row $k$ to the row $k+1$, we increase the spectral efficiency of the lowest QAM corresponding to the highest antenna index. For example, to generate the next combination starting from $(4,4,16,16)$ (row 3 from the bottom in Table 4.1), we use for the second antenna the modulation 16-QAM instead of 4 -QAM which leads to $(4,16,16,16)$ combination.
- Step 2: In the second step, each transmit antenna must be assigned to a column as in Table 4.1, i.e. we must properly permute the $n_{t}$ integers $M_{k}$ given by the row of Table 4.1 selected in the first step. We proposed to assign the $M_{k}{ }^{\prime}$ s according to the order of $\left\|\mathbf{h}_{i}\right\|$, where $\mathbf{h}_{i}$ is the $i^{\text {th }}$ row of $\mathbf{H}$. This is inspired by coded systems. Indeed, if an error-correcting code is used in combination with a soft output decoder, then under the genie condition (perfect feedback of a priori information), the capacities of the $n_{t}$ independent channels are sorted according to $\left\|\mathbf{h}_{i}\right\|^{2}$.

In our case, QAM modulations are uncoded. Nevertheless, simulation results show that the loss in spectral efficiency with our strategy compared to the brute-force is negligible. The adaptation based on 13 possibilities performs almost as well as with 256 possibilities. This strategy reduces the number of QAM combinations from $N_{q}^{n_{t}}$ down to $\left(N_{q}-1\right) n_{t}+1$. Moreover, the application of the dichotomy on this list allows to further reduce the complexity of the algorithm to $0\left(\log _{2}\left(\left(N_{q}-1\right) n_{t}+1\right)\right)$. This is made possible thanks to the monotony of the error probability $\mathrm{Pe}\left(\mathrm{C}^{\mathrm{H}}\right)$. At the end of this section, we recall the dichotomy method.

For $n_{t}=N_{q}=4$, we sort the transmit antennas such that $\left\|\mathbf{h}_{1}\right\|^{2} \leq\left\|\mathbf{h}_{2}\right\|^{2} \leq\left\|\mathbf{h}_{3}\right\|^{2} \leq\left\|\mathbf{h}_{4}\right\|^{2}$. Then, we start from the most robust combination ( $4^{*} 4$-QAM) upward to the most efficient combination ( $4 * 256-\mathrm{QAM}$ ) as shown in Table 4.1. Only one integer is changed from one row to another according to a decreasing order of transmit antennas power. Consequently, thanks to the dichotomy method applied on the reduced list, a maximum of $4=\left\lceil\log _{2}(13)\right\rceil$ evaluations of $\operatorname{Pe}\left(C^{\mathbf{H}}\right)$ are required instead of $N_{q}^{n_{t}}=256$. Considering a large number of antennas, e.g. $n_{t}=8$ and $n_{q}=4$, the associated reduced list is illustrated in Table 4.2. It consists of 25 QAM combinations among the overall, i.e., $4^{8}=65536$ combinations. When applying the dichotomy on this list, a maximum of $5=\left\lceil\log _{2}(25)\right\rceil$ computations of $\operatorname{Pe}\left(\mathrm{C}^{\mathrm{H}}\right)$ are needed to select the appropriate combination.

| Spectral <br> efficiency | Tx 1 | Tx 2 | Tx 3 | Tx 4 | Comment |
| :---: | :---: | :---: | :---: | :---: | :--- |
| 32 | 256 | 256 | 256 | 256 | highest spectral efficiency and worst error rate performance |
| 30 | 64 | 256 | 256 | 256 |  |
| 28 | 64 | 64 | 256 | 256 |  |
| 26 | 64 | 64 | 64 | 256 |  |
| 24 | 64 | 64 | 64 | 64 |  |
| 22 | 16 | 64 | 64 | 64 |  |
| 20 | 16 | 16 | 64 | 64 |  |
| 18 | 16 | 16 | 16 | 64 |  |
| 16 | 16 | 16 | 16 | 16 |  |
| 14 | 4 | 16 | 16 | 16 |  |
| 12 | 4 | 4 | 16 | 16 |  |
| 10 | 4 | 4 | 4 | 16 |  |
| 8 | 4 | 4 | 4 | 4 | lowest spectral efficiency and best error rate performance |

Table 4.1: Reduced list for adaptive modulation, $N_{q}=4$ distinct QAM sets and $n_{t}=4$ transmit antennas.

| Tx 1 | Tx 2 | Tx 3 | Tx 4 | Tx 5 | Tx 6 | Tx 7 | Tx 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 256 | 256 | 256 | 256 | 256 | 256 | 256 | 256 |
| 64 | 256 | 256 | 256 | 256 | 256 | 256 | 256 |
| 64 | 64 | 256 | 256 | 256 | 256 | 256 | 256 |
| 64 | 64 | 64 | 256 | 256 | 256 | 256 | 256 |
| 64 | 64 | 64 | 64 | 256 | 256 | 256 | 256 |
| 64 | 64 | 64 | 64 | 64 | 256 | 256 | 256 |
| 64 | 64 | 64 | 64 | 64 | 64 | 256 | 256 |
| 64 | 64 | 64 | 64 | 64 | 64 | 64 | 256 |
| 64 | 64 | 64 | 64 | 64 | 64 | 64 | 64 |
| 16 | 64 | 64 | 64 | 64 | 64 | 64 | 64 |
| 16 | 16 | 64 | 64 | 64 | 64 | 64 | 64 |
| 16 | 16 | 16 | 64 | 64 | 64 | 64 | 64 |
| 16 | 16 | 16 | 16 | 64 | 64 | 64 | 64 |
| 16 | 16 | 16 | 16 | 16 | 64 | 64 | 64 |
| 16 | 16 | 16 | 16 | 16 | 16 | 64 | 64 |
| 16 | 16 | 16 | 16 | 16 | 16 | 16 | 64 |
| 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 |
| 4 | 16 | 16 | 16 | 16 | 16 | 16 | 16 |
| 4 | 4 | 16 | 16 | 16 | 16 | 16 | 16 |
| 4 | 4 | 4 | 16 | 16 | 16 | 16 | 16 |
| 4 | 4 | 4 | 4 | 16 | 16 | 16 | 16 |
| 4 | 4 | 4 | 4 | 4 | 16 | 16 | 16 |
| 4 | 4 | 4 | 4 | 4 | 4 | 16 | 16 |
| 4 | 4 | 4 | 4 | 4 | 4 | 4 | 16 |
| 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |

Table 4.2: Reduced list for adaptive modulation, $N_{q}=4$ distinct QAM and $n_{t}=8 \mathrm{Tx}$ antennas.

Note that the number of iterations (the number of combinations tested) can be further reduced, by taking into account the frequency of the channel variations. Indeed, when Doppler is low, the channel response variations from one block to another are small and the appropriate QAM modulation will probably be the same on both blocks. In this case it is worth testing first the QAM modulation used on the previous block (instead of starting from the beginning of the modulation combination list). According to the result of the comparison with the target PER, the receiver notifies the transmitter to decrease or to increase the modulation size w.r.t. the previous block modulation.

## Dichotomy method

It is a method for numerically solving equations having a single unknown. Consider the equation $f(x)=0$ with a continuous function $f$ on the interval $[a, b]$, such that $f(a) \cdot f(b)<0$. Therefore, it exists at least one solution $\hat{x}$ within $[a, b]$. To find $\hat{x}$ approximately, we proceed as shown in algorithm 2.

```
input : \(a, b, f, \epsilon\)
output: \(\hat{x}\), such that \(|f(\hat{x})| \leq \epsilon\)
\(a_{0}=a ;\)
\(b_{0}=b\);
\(k=0\);
\(x_{0}=\frac{a_{0}+b_{0}}{2}\);
while \(\left|f\left(x_{k}\right)\right|>\epsilon\) do
        if \(f\left(x_{k}\right) \cdot f\left(a_{k}\right)<0\) then
        \(a_{k+1}=a_{k} ;\)
        \(b_{k+1}=x_{k} ;\)
    end
    else
        \(a_{k+1}=x_{k} ;\)
        \(b_{k+1}=b_{k} ;\)
    end
        \(k=k+1\);
        \(x_{k}=\frac{a_{k+1}+b_{k+1}}{2}\);
end
return \(\hat{x}=x_{k}\);
```

Algorithm 2: Dichotomy method to solve $f(x)=0$ in $[\mathrm{a}, \mathrm{b}]$.
Figure 4.3 illustrates an example to search $\hat{x}$ that satisfies $f(\hat{x})=0$ with the dichotomy method.

### 4.1.3 Computer simulation of the adaptive modulation scheme

The considered target point error rate is $P E R_{\text {target }}=10^{-3}$. The QAM selection is made within the reduced list given in Table 4.1. Figure 4.4 presents the performance of a $4 \times 4$ antenna system satisfying the constraint on the error probability for each channel $\mathbf{H}$ and each noise variance, i.e. $\operatorname{Pe}\left(C^{\mathrm{H}}\right) \leq P E R_{\text {target }}$.


Figure 4.3: First steps in the dichotomy method for a given function $f$.

Clearly, the curves corresponding to both non adaptive and adaptive schemes are below the target. The upper curve corresponding to adaptive modulation is close but remains below the $10^{-3}$ target. It also shows a good stability (low variation of PER) within a 10 dB signal-to-noise ratio range. For high noise variance, the selected combination corresponds to the lowest one (i.e. $4^{*} 4-\mathrm{QAM}$ ) for the majority of channels. On the other hand, PER of the adaptive scheme tends to that of $4^{*} 256$-QAM at high SNR.

Figure 4.5 represents the probability of no transmission (known as outage probability), i.e. $P e\left(C^{\mathbf{H}}\right)>P E R_{\text {target }}$. The outage probability of the adaptive modulation is superimposed with the outage of a fixed $4^{*} 4$-QAM modulation. Therefore, the proposed adaptive modulation is as robust as the 4-QAM but it guarantees a higher spectral efficiency. It leads to a maximization of the spectral efficiency while keeping the error probability close to the target.

In Fig. 4.6, the total spectral efficiency achieved by a $4 \times 4$ antenna system is presented versus the average received SNR while satisfying the PER constraint. This figure also emphasizes the advantage of adaptive modulation. The stair including 4 soft steps corresponds to the non adaptive scheme when all Tx antennas are using the same QAM constellation. Albeit the looseness of (3.4) shown in Fig. 3.10, the adaptive modulation based on minimum Euclidean distance exhibits a small spectral efficiency loss at low SNR with respect to adaptation based on local theta series.
The next section introduces the second adaptive technique for MIMO channels : antenna


Figure 4.4: Average point error rate function of average signal-to-noise ratio, adaptive versus non-adaptive modulation policy , $4 \times 4$ quasi-static MIMO channel.
selection.

### 4.2 Antenna selection

Multiple antenna systems can offer significant capacity gains over traditional mono-antenna systems [59],[21]. However, the use of multiple antennas requires multiple RF chains consisting of amplifiers, analog to digital converters, mixers, etc. This fact increases the cost of MIMO systems as well as the complexity of both the transmitter and the receiver. Antenna selection is a promising technique that reduces the complexity and the cost of MIMO systems while keeping the diversity benefits of all antennas [27], [25]. That's why, it is proposed for future wireless systems, e.g. IEEE 802.11 n . The basic idea behind the antenna selection is to choose the best set of antennas at the transmitter and/or the receiver that achieves the highest system performance according to a selection criterion (e.g error probability, capacity, signal-to-noise ratio,...). Therefore, a reduced number of RF chains is needed at the transmitter and/or the receiver and each RF chain is tried to be optimally assigned to one of the large number of available transmit or receive antennas.

Different selection criteria, according to channel conditions, have been proposed in the literature. In [29], Heath et al proposed the maximization of the post-processing SNR as a selection


Figure 4.5: Outage probability versus average signal-to-noise ratio, $4 \times 4$ quasi-static MIMO channel. No transmission if $\mathrm{Pe}\left(\mathrm{C}^{H}\right)>P e_{\text {target }}$.
criterion for linear receivers (ZF or MMSE). For the maximum likelihood receiver, the authors in [30] derived a selection criterion based on an upper bound of the error rate. The minimization of this upper bound is equivalent to the maximization of the minimum Euclidean distance of the receive constellation. Due to its high complexity computation, their proposed criterion is hard to be evaluated for larger constellations applied at the transmitter.

We propose an antenna selection criterion based on the accurate approximation of the conditional error probability given in (3.20).

### 4.2.1 Antenna selection for MIMO system

Figure 4.7 depicts a general model for multiple antennas system with antenna selection at one or both sides of the transmission. The antenna selection is performed at the receiver side. It needs the following blocks:

1. Channel estimation : Perfect CSI offers better performance. Imperfect CSI is treated in [70]. The authors show that the error probability performance of an adaptive MIMO system designed for perfect CSI is quite sensitive to the CSI imperfection.


Figure 4.6: Average spectral efficiency of adaptive modulation versus non-adaptive scheme, $4 \times 4$ quasi-static MIMO channel.
2. A selection block: It is partitioned into two sub-blocks. The first one computes the chosen selection criterion for all possible combinations of antennas. Then, the second selects the best combination of antennas at the transmitter or/and the receiver, that optimizes the selection criterion.
3. Feedback link : It is required only for transmit selection in order to inform the transmitter about the selection to be perform. For both transmit/receive selections, the receiver should be notified about the selection to perform the detection.

Let $n$ such that $1 \leq n \leq n_{t}$ (respectively $m$ such that $1 \leq m \leq n_{r}$ ) be the number of active transmit (respectively receive) antennas after selection. For a given channel $\mathbf{H}$, the selection criterion is evaluated $x$ times ( $x$ is the number of selection possibilities) according to the selection type :

- Transmit selection: all the available receive antennas are used for transmission, but only $n<n_{t}$ transmit antennas are activated. In this case, $x$ is equal to $\binom{n_{t}}{n}$.
- Receive selection: all the available transmit antennas are used for transmission, but only $m<n_{r}$ receive antennas are considered. In this case, $x$ is equal to $\binom{n_{r}}{m}$.


Figure 4.7: General model for MIMO system with antenna selection.

- Transmit/Receive selection: this is the case when selection is performed at both sides. Only $n<n_{t}$ and $m<n_{r}$ transmit and receive antennas are chosen for transmission. The number $x$ is equal to the product of the above cases: $\binom{n_{r}}{m} \times\binom{ n_{t}}{n}$. The computation complexity for this last case is more important.
In our study, we assume that perfect channel state information (perfect CSI) is available only at the receiver. CSI is not required at the transmitter side. The selection is performed for the general case, i.e. transmit/receive selection.

Let $\tilde{\mathbf{H}}$ be the $n \times m$ sub-matrix corresponding to the active transmit and receive antennas. A maximum-likelihood detector based on a sphere decoder is applied [63], [1], [8], [17] to accomplish a low complexity detection (as seen in chapter 2).

For one channel use, the received signal can be written as

$$
\begin{equation*}
\mathbf{r}=\mathbf{s} \tilde{\mathbf{H}}+v \tag{4.1}
\end{equation*}
$$

where $\mathbf{r}$ is the length $m$ receive complex vector, $\mathbf{s}$ is the length $n$ transmit vector and $\boldsymbol{v}$ is a length $m$ additive white Gaussian noise vector with $2 N_{0}$ variance per complex dimension. The transmitted symbol $s_{k}$ belongs to a $\mathrm{M}_{k}$-QAM modulation, $k=1 \ldots n$. For the sake of simplicity, we assume that the same modulation M-QAM is applied on transmit antennas. The proposed selection criterion remains valid for the general case when distinct modulations are used at the transmitter as demonstrated in chapter 3 .

The following section illustrates some results that outline the benefit of the antenna selection to improve system performance.

### 4.2.2 SIMO system performance with antenna selection

To emphasize the advantage of antenna selection regarding the system performance, we evaluate in this section the error probability obtained when selecting the antennas for transmission.

The performance is studied for the case of Single-Input Multiple-Output (SIMO) systems.
The selection criterion adopted in this section consists in choosing the set of receive antennas, which maximizes the instantaneous received SNR. For a given combination $p$, this SNR is equal to:

$$
\begin{equation*}
S N R_{p}=\frac{E_{s} \sum_{j=1}^{m}\left|h_{j}^{(p)}\right|^{2}}{2 N_{0}} \tag{4.2}
\end{equation*}
$$

where $E_{s}$ is the transmit signal energy and $h_{j}^{(p)}$ correspond to the selected set of antennas. For a given channel realization, let $\tilde{\mathbf{H}}=\left[h_{j}\right]_{j=1, \ldots, m}$ be the sub-channel maximizing the received SNR. Assuming ML detection at the receiver, the error probability, $P e^{(\tilde{\mathbf{H}})}$, conditioned on $\tilde{\mathbf{H}}$ is bounded by [48]:

$$
\begin{equation*}
P e^{(\tilde{\mathbf{H}})} \leq N_{e} \mathrm{Q}\left(\sqrt{\frac{d_{\mathrm{min}}^{2}\|\tilde{\mathbf{H}}\|^{2}}{4 N_{0}}}\right) \leq \frac{N_{e}}{2} \exp \left(-\frac{d_{\min }^{2}\|\tilde{\mathbf{H}}\|^{2}}{8 N_{0}}\right) \tag{4.3}
\end{equation*}
$$

where $d_{\min }$ is the minimum Euclidean distance of the transmit constellation, $N_{e}$ is the maximum number of neighbors located at $d_{\min }$ and $N_{0}$ is the noise variance per real dimension.

To obtain the average error probability, we evaluate the expected value of the upper bound in (4.3) with respect to the distribution of the random vector $\mathbf{R}=\left(R_{1}, R_{2}, \ldots, R_{m}\right)$, where $R_{i}=\left|h_{i}\right|$ for $i=1, \ldots, m$. That is

$$
\begin{equation*}
P e_{\mathrm{avg}}=E_{\mathbf{R}}\left(P e^{(\tilde{\mathbf{H}})}\right)=\int_{\mathbf{R}} P e^{(\tilde{\mathbf{H}})} p_{\mathbf{R}}(r) \prod d r_{i} \tag{4.4}
\end{equation*}
$$

where $p_{\mathbf{R}}(r)$ is the probability density function (pdf) of $\mathbf{R}$.

In the following, we derive an upper bound for the average error probability after selection. We start with the simple case when $m=1$. Then, we generalize the results for $m \geq 1$.

### 4.2.2.1 Antenna selection performance when $m=1$

At the receiver, one antenna is selected for transmission. Substituting (4.3) in (4.4), we obtain

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e}}{2} \int_{\mathbf{R}} \exp \left(-\frac{d_{\min }^{2} r^{2}}{8 N_{0}}\right) p_{\mathbf{R}}(r) d r \tag{4.5}
\end{equation*}
$$

where $r=\max \left(r_{1}, r_{2}, \ldots, r_{n_{r}}\right)$ for one channel realization.
The cumulative density function (cdf) of the variable $\mathbf{R}$ is given by

$$
\begin{equation*}
F_{\mathbf{R}}(r)=P\left(r_{1} \leq r, \ldots, r_{n_{r}} \leq r\right)=\prod_{i=1}^{n_{r}} F_{R_{i}}(r), r \geq 0 \tag{4.6}
\end{equation*}
$$

Knowing the statistics of the variables $h_{i}$, their norms $R_{i}$ are then Rayleigh distributed[48], so

$$
\begin{equation*}
F_{\mathbf{R}}(r)=\left(1-\exp \left(-r^{2}\right)\right)^{n_{r}}, r \geq 0 \tag{4.7}
\end{equation*}
$$

The desired pdf of the selected channel is then equal to

$$
\begin{equation*}
p_{\mathbf{R}}(r)=2 n_{r} r \cdot \exp \left(-r^{2}\right)\left(1-\exp \left(-r^{2}\right)\right)^{n_{r}-1} \tag{4.8}
\end{equation*}
$$

Substituting (4.8) in (4.5), the upper bound follows as

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq n_{r} N_{e} \int_{0}^{\infty} r \cdot \exp \left(-\beta r^{2}\right)\left(1-\exp \left(-r^{2}\right)\right)^{n_{r}-1} d r \tag{4.9}
\end{equation*}
$$

where $\beta=1+\frac{d_{\text {min }}^{2}}{8 N_{0}}$.
Assuming a square $M$-QAM modulation, the average transmit $\operatorname{SNR} E_{b} / N_{0}$ and $\beta$ are related by

$$
\begin{equation*}
\beta=\frac{3 \log _{2}(M)}{2(M-1)} \frac{E_{b}}{N_{0}}+1 \tag{4.10}
\end{equation*}
$$

Applying the binomial theorem, equation (4.9) becomes

$$
\begin{align*}
P e_{\text {avg }} & \leq n_{r} N_{e} \sum_{k=0}^{n_{r}-1} \int_{0}^{\infty} r \cdot \exp \left(-r^{2}(k+\beta)\right) d r \\
& \leq \frac{n_{r} N_{e}}{2} \sum_{k=0}^{n_{r}-1} \frac{\kappa_{k, n_{r}-1}}{k+\beta}, \tag{4.11}
\end{align*}
$$

where

$$
\kappa_{k, p}=(-1)^{k}\binom{p}{k}
$$

Since

$$
\frac{1}{k+\beta}=\int_{0}^{1} x^{k+\beta-1} d x
$$

inequality (4.11) can be written as

$$
\begin{align*}
P e_{\text {avg }} & \leq \frac{n_{r} N_{e}}{2} \sum_{k=0}^{n_{r}-1} \kappa_{k, n_{r}-1} \int_{0}^{1} x^{k+\beta-1} d x \\
& \leq \frac{n_{r} N_{e}}{2} \int_{0}^{1}(1-x)^{n_{r}-1} x^{\beta-1} d x \tag{4.12}
\end{align*}
$$

In order to compute the upper bound in (4.12), we define

$$
\Theta_{\alpha, \beta}=\alpha \int_{0}^{1}(1-x)^{\alpha-1} x^{\beta-1} d x
$$

By observing that

$$
\Theta_{\alpha+1, \beta}=\frac{\alpha+1}{\beta} \Theta_{\alpha, \beta+1}
$$

$\Theta_{\alpha, \beta}$ is simply

$$
\begin{equation*}
\Theta_{\alpha, \beta}=\frac{\alpha!}{\prod_{k=0}^{\alpha-1}(\beta+k)} \tag{4.13}
\end{equation*}
$$

Substituting (4.13) in (4.12) for $\alpha=n_{r}, P e_{\text {avg }}$ is bounded by

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e}}{2} \frac{n_{r}!}{\beta^{n_{r}}} \tag{4.14}
\end{equation*}
$$

Thus, the diversity order is equal to that of the full system diversity[27],[25], and a loss in SNR of about $10 \log _{10}\left(n_{r}!\right)^{1 / n_{r}}$ is observed.

The generalization of this bound will be illustrated in the following section.

### 4.2.2.2 Antenna selection performance when $m \geq 1$

Rearranging in descending order the variables $r_{i}^{2}$ leads to

$$
r_{k_{1}}^{2} \geq r_{k_{i}}^{2} \geq \ldots \geq r_{k_{m^{\prime}}}^{2}, k_{1}, \ldots, k_{m} \in\{1, \ldots, m\}
$$

Let us denote $\gamma_{i}=r_{k_{i}}^{2}, 1 \leq i \leq m$, and $\gamma_{0}=+\infty$. Introducing $\gamma_{i}$ in (4.4), the average error probability is bounded by

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e}}{2} \int_{0}^{\gamma_{0}} \int_{0}^{\gamma_{1}} \cdots \int_{0}^{\gamma_{m-1}} e^{-(\beta-1) \sum_{i=1}^{m} \gamma_{i}} p_{\gamma_{1} \ldots \gamma_{m}} \prod d \gamma_{i} \tag{4.15}
\end{equation*}
$$

The joint probability density function (pdf) for the $m$ random variables $\gamma_{i}$ maximizing the SNR, is given by [3]

$$
\begin{equation*}
p_{\gamma_{1} \ldots \gamma_{m}}\left(\gamma_{1}, \ldots, \gamma_{m}\right)=m!\binom{n_{r}}{m}\left[F\left(\gamma_{m}\right)\right]^{n_{r}-m} \prod_{i=1}^{m} p\left(\gamma_{i}\right) \tag{4.16}
\end{equation*}
$$

where $F\left(\gamma_{i}\right)$ (respectively $p\left(\gamma_{i}\right)$ ) denotes the cdf (respectively pdf) of the random variable $\gamma_{i}$.
Providing the statistics of the variables $r_{i}$, so the variables $\gamma_{i}$ are distributed as

$$
\begin{align*}
& F\left(\gamma_{i}\right)=1-e^{-\gamma_{i}} \\
& \quad \text { and } \\
& p\left(\gamma_{i}\right) \quad=e^{-\gamma_{i}} \tag{4.17}
\end{align*}
$$

Let $\tau_{i}=\exp \left(-\beta \gamma_{i}\right)$. Substituting (4.16) and (4.17) in (4.15), the upper bound of $P e_{\text {avg }}$ becomes

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e} A_{n_{r}}^{m}}{2} \int_{0}^{\gamma_{0}} \tau_{1} \ldots \int_{0}^{\gamma_{m-1}} \tau_{m}\left(1-e^{-\gamma_{m}}\right)^{n_{r}-m} \prod d \gamma_{i} \tag{4.18}
\end{equation*}
$$

where $A_{n_{r}}^{m}=\frac{n_{r}!}{\left(n_{r}-m\right)!}$ is the arrangement number.
Using the binomial theorem for $\left(1-e^{-\gamma_{m}}\right)^{n_{r}-m}$, inequality (4.18) can be written as

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e} A_{n_{r}}^{m}}{2} \sum_{k=0}^{n_{r}-m} \kappa_{k, n_{r}-m} \int_{0}^{\gamma_{0}} \tau_{1} \ldots \int_{0}^{\gamma_{m-1}} \tau_{m} e^{-k \gamma_{m}} \prod d \gamma_{i} \tag{4.19}
\end{equation*}
$$

In order to evaluate the $P e_{\text {avg }}$ upper bound, we define the variable $I_{t, k}, t \geq 1$ as

$$
\begin{equation*}
I_{t, k}=\int_{0}^{\gamma_{m-t}} \tau_{m-t+1} \ldots \int_{0}^{\gamma_{m-1}} \tau_{m} e^{-k \gamma_{m}} \prod_{i=m-t+1}^{m} d \gamma_{i} \tag{4.20}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e} A_{n_{r}}^{m}}{2} \sum_{k=0}^{n_{r}-m} \kappa_{k, n_{r}-m} I_{m, k} \tag{4.21}
\end{equation*}
$$

Using the recurrence method, equation (4.20) becomes

$$
\begin{equation*}
I_{t, k}=\int_{0}^{\gamma_{m-t}}\left(\left(\sum_{j=1}^{t-1} \Psi_{t, j, k}\right)+\Phi_{t, k}\right) d \gamma_{m-t+1} \tag{4.22}
\end{equation*}
$$

where

$$
\Psi_{t, j, k}=\frac{(-1)^{j-1} \exp \left(-j \beta \gamma_{m-t+1}\right)}{(t-1-j)!(j-1)!} \frac{1}{\beta^{t-2}((t-j) \beta+k)}
$$

and

$$
\Phi_{t, k}=\frac{(-1)^{t-1} \exp \left((t \beta+k) \gamma_{m-t+1}\right)}{\prod_{j=1}^{t-1}(j \beta+k)}
$$

Note that $I_{m, k}$ can be seen as the exponential factor of $\Psi_{m+1,1, k}\left(\right.$ since $\left.\gamma_{0}=+\infty\right)$, so

$$
\begin{equation*}
I_{m, k}=\frac{1}{(m-1)!\beta^{m-1}(m \beta+k)} \tag{4.23}
\end{equation*}
$$

Substituting (4.23) in (4.21) leads to

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e} A_{n_{r}}^{m}}{2(m-1)!\beta^{m-1}} \sum_{k=0}^{n_{r}-m} \frac{\kappa_{k, n_{r}-m}}{(m \beta+k)} \tag{4.24}
\end{equation*}
$$

The sum

$$
\sum_{k=0}^{n_{r}-m} \frac{\kappa_{k, n_{r}-m}^{(m \beta+k)}}{(m)}
$$

can be computed similarly as in (4.12) and it corresponds to

$$
\frac{\Theta_{n_{r}-m+1, m \beta}}{n_{r}-m+1}
$$

Hence, we can write

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e} n_{r}!}{2(m-1)!\beta^{m-1}} \frac{1}{\prod_{i=0}^{n_{r}-m}(m \beta+i)} \leq \frac{N_{e} n_{r}!}{2 m!m^{n_{r}-m} \beta^{n_{r}}} \tag{4.25}
\end{equation*}
$$

The upper bound (4.25) is compared to another derived in [25] for the average pairwise error probability. The corresponding average error probability is obtained by applying the union bound and considering only the neighbors, $N_{e}$, located at $d_{\min }$. This leads to

$$
\begin{equation*}
P e_{\mathrm{avg}} \leq \frac{N_{e}}{2}(\beta-1)^{-n_{r}}\left(\frac{m}{n_{r}}\right)^{-n_{r}} \tag{4.26}
\end{equation*}
$$

In the following, the bounds in (4.25) and (4.26) are respectively referred to KK bound and GD bound. Both (4.25) and (4.26) show that the selection maintains the full system diversity, equal to the number of receive antenna before selection : $n_{r}$.

Let denote $\Delta_{\mathrm{SNR}}\left(N_{i} \rightarrow N_{f}\right)$ the loss in SNR when decreasing the number of active antennas from $N_{i}$ to $N_{f}$. When selecting $m$ receive antennas among $n_{r}$, the loss in SNR $\Delta_{\mathrm{SNR}}\left(n_{r} \rightarrow m\right)$ given by (4.25) is equal to

$$
\begin{equation*}
\Delta_{\mathrm{SNR}}^{(\mathrm{KK})}\left(n_{r} \rightarrow m\right)=\frac{10}{n_{r}} \log _{10}\left(\frac{n_{r}!}{m!m^{n_{r}-m}}\right) \tag{4.27}
\end{equation*}
$$

Notice that

$$
\frac{n_{r}!}{m!m^{n_{r}-m}}=\frac{n_{r}\left(n_{r}-1\right) \ldots(m+1)}{m^{n_{r}-m}} \leq\left(\frac{n_{r}}{m}\right)^{n_{r}-m}
$$

therefore it is clear that $\Delta_{\mathrm{SNR}}^{(\mathrm{KK})}$ is upper bounded by $\Delta_{\mathrm{SNR}}\left(n_{r} \rightarrow m\right)$ shown in (4.26) which is defined by

$$
\begin{equation*}
\Delta_{\mathrm{SNR}}^{(\mathrm{GD})}\left(n_{r} \rightarrow m\right)=10 \log _{10}\left(\frac{n_{r}}{m}\right) \tag{4.28}
\end{equation*}
$$

It is obvious that decreasing the number of selected antennas leads to an SNR loss. Let $N_{f_{1}}$ and $N_{f_{2}}$ be the number of selected antennas for two different times, $N_{f_{1}}, N_{f_{2}} \leq N_{i}$. To evaluate the loss in SNR while choosing $N_{f_{1}}$ instead of $N_{f_{2}}$, we define the following parameter

$$
\begin{equation*}
\Delta_{\mathrm{SNR}}\left(N_{i}, N_{f_{1}}, N_{f_{2}}\right) \stackrel{\text { def }}{=} \Delta_{\mathrm{SNR}}\left(N_{i} \rightarrow N_{f_{1}}\right)-\Delta_{\mathrm{SNR}}\left(N_{i} \rightarrow N_{f_{2}}\right) \tag{4.29}
\end{equation*}
$$

It is clear that $\Delta_{\mathrm{SNR}}\left(N_{i}, N_{f_{1}}, N_{f_{2}}\right) \geq 0$ if $N_{f_{1}} \geq N_{f_{2}}$ and $\Delta_{\mathrm{SNR}}\left(N_{i}, N_{f_{1}}, N_{f_{2}}\right) \leq 0$ otherwise.

### 4.2.2.3 Simulations results

We consider a quasi-static SIMO channel with $n_{r}=4$ receive antennas and QPSK modulation applied at the transmitter. The channel is kept unchanged during a frame of 100 QPSK symbols. For each channel realization, the best $n$ receive antennas maximizing the instantaneous SNR are selected.

By comparing (4.25) and (4.26) to simulation results, it is shown in Fig. 4.8 that the KK bound is more accurate than the GD bound for $m=3,2$. The loss in SNR as defined in $(4.29), \Delta_{\mathrm{SNR}}^{(\operatorname{Sim})}(4,3,2)$ given by simulations, is equal to $\Delta_{\mathrm{SNR}}^{(\mathrm{KK})}(4,3,2)$, whereas it is upper bounded by $\Delta_{\mathrm{SNR}}^{(\mathrm{GD})}(4,3,2)$.

To compare the SNR loss for different values of $m$, we illustrate in Fig. 4.9 the required average transmit SNR to achieve an error probability of $10^{-4}$ for $m=1,2,3,4$. Let $\operatorname{SNR}(m)$ be the required SNR for $m$ active antennas obtained from simulations. The required SNR for (4.25) is equal to $\operatorname{SNR}(m)+K$, where $K$ remains constant equal to 2.4 dB for all $m$ values, whereas it equals $\operatorname{SNR}(m)+V(m)$ for (4.28), where $V(m)$ depends on $m$ value (e.g. $V(1)=5.3 \mathrm{~dB}, V(4)=2.7 \mathrm{~dB}$ ). Hence, the exact SNR loss is almost equal to that derived from (4.28), but it is upper bounded by that indicated in [25].

### 4.2.3 Antenna selection under different criteria

In order to evaluate the system performance using the proposed criterion (error probability approximation (3.20)), it is interesting to compare the performance obtained with those achieved using other existing selection criteria. The different considered selection criteria are given in the following. They consist in choosing the best set of antennas among $\binom{n_{t}}{n} \times\binom{ n_{r}}{m}$ possibilities. For every subset $p$ of active transmit/receive antennas, we denote $\tilde{\mathbf{H}}_{p}$ the associated channel.

## - Error probability criterion:

For every subset $p$ of transmit or receive antennas, compute the conditional error probability given in (3.20) when $n \leq m$ and the generalized version if $n>m$. Then choose the subset that minimizes the conditional error probability.

## - Capacity criterion:



Figure 4.8: Average error probability for a $1 \times 4$ quasi-static system with receive selection.

For every subset $p$ of transmit/receive antennas, compute the instantaneous capacity of the channel $\tilde{\mathbf{H}}_{p}$ assuming a Gaussian channel input

$$
C_{\mathrm{inst}}^{p}=\log \operatorname{det}\left(I_{n}+\frac{E_{S}}{2 N_{0} n} \tilde{\mathbf{H}}_{p} \tilde{\mathbf{H}}_{p}^{\dagger}\right)
$$

where $E_{s}$ denotes the total transmit energy, and then choose the subset with the largest $C_{\text {inst }}{ }^{p}$

During a frame transmission ( $\tilde{\mathbf{H}}$ is fixed), the channel model given by equation (4.1) can be represented in the real space by

$$
\begin{equation*}
\mathrm{y}=\mathrm{x}+v \tag{4.30}
\end{equation*}
$$

where $\mathbf{x} \in \mathbb{R}^{2 n}$ whose components are the real and imaginary parts of the complex vector $\mathbf{s} \tilde{\mathbf{H}}$, denotes the input of the scalar Gaussian channel (4.30).

For a scalar additive Gaussian channel, Shamai et al propose in [18] the following theorem.


Figure 4.9: Variation of the required transmit SNR w.r.t the number of selected antennas at the receiver for an error probability $=10^{-4}$.

Theorem 1 For every input distribution $P_{\mathbf{x}}$ with $E\left(\mathbf{x}^{2}\right)<\infty$ and every snr,

$$
\begin{equation*}
\frac{d}{d s n r} I(s n r)=\frac{1}{2} m m s e(s n r) \tag{4.31}
\end{equation*}
$$

where $\operatorname{mmse}(s n r)=E(\mathbf{x}-E(\mathbf{x} / \mathbf{y} ; s n r))$ denotes the minimum mean-square-error in estimating the input given the output and $I(s n r)$ represents the input-output mutual information of the channel given by (4.30).

Thus, the application of the capacity criterion leads to the maximization of the channel capacity which allows to minimize the mmse as indicated in (4.31). The validity of this conclusion will be verified in the following via simulation results.

- Minimum Euclidean distance criterion:

Heath et al proposed in [30] a selection criterion based on minimum error rate. The authors in [30] considered the error probability upper bound given in (4.32) by :

$$
\begin{equation*}
P e \leq\left(2^{n b}-1\right) Q\left(\frac{d_{\min }^{c}}{2 \sqrt{N_{0}}}\right) \tag{4.32}
\end{equation*}
$$

where $b=\log _{2} \mathrm{M}$, and derive a selection criterion that minimizes this bound. The criterion proposed in [30] consists in choosing the subset of antennas that maximizes the minimum Euclidean distance of the constellation $C^{\tilde{\mathbf{H}}_{p}}$ denoted $d_{\text {min }}^{c}$. The computation of $d_{\text {min }}^{c}$ requires a search over $2^{n b-1}\left(2^{n b}-1\right)$ distances which can be prohibitive for large constellations. For example, when 16-QAM modulation is applied, 32640 distances have to be computed when only 2 antennas are used at the transmitter. The comparison of the complexity computation between (3.20) and (4.32) shows that the latter is more complex when $M \geq 16$ and especially
when $n \geq 3$.
In [30], simulation results show that this criterion is better than capacity criterion for ML receiver.

## - Maximum post-processing SNR:

This criterion is considered for ZF and MMSE receivers [29].
For a ZF receiver, compute the pseudo-inverse matrix $G$ for every subset $p$,

$$
\mathbf{G}_{p}^{(Z F)}=\tilde{\mathbf{H}}_{p}^{\dagger}\left(\tilde{\mathbf{H}}_{p} \tilde{\mathbf{H}}_{p}^{\dagger}\right)^{-1}
$$

The post-processing SNR for a given stream $k$, denoted $S N R_{p}^{(k)}$, corresponding to the subset $p$ is

$$
S N R_{p}^{(k)}=\frac{E_{s}}{2 N_{0} n\left[\left(\tilde{\mathbf{H}}_{p} \tilde{\mathbf{H}}_{p}^{+}\right)^{-1}\right]_{k k}}
$$

where $\left[\left(\tilde{\mathbf{H}}_{p} \tilde{\mathbf{H}}_{p}^{+}\right)^{-1}\right]_{k k}$ denotes the $k^{\text {th }}$ diagonal element of the matrix $\left(\tilde{\mathbf{H}}_{p} \tilde{\mathbf{H}}_{p}^{+}\right)^{-1}$. The best subset $p$ is the one that corresponds to $\max _{p} \min _{1 \leq k \leq n} S N R_{p}^{(k)}$.

For an MMSE receiver, the pseudo-inverse matrix $G$ for every subset $p$ is given by

$$
\mathbf{G}_{p}^{(M M S E)}=\tilde{\mathbf{H}}_{p}^{\dagger}\left(\tilde{\mathbf{H}}_{p} \tilde{\mathbf{H}}_{p}^{\dagger}+\frac{2 N_{0}}{E_{s}} I_{n}\right)^{-1}
$$

The corresponding post-processing $S N R$ for the stream $k$ is

$$
S N R_{p}^{(k)}=\frac{E_{S}}{2 N_{0} n\left[\tilde{\mathbf{H}}_{p} \tilde{\mathbf{H}}_{p}^{+}+\frac{2 N_{0}}{E_{s}} I_{n}\right]_{k k}^{-1}}-1
$$

### 4.2.4 Simulation results

In this section, the selection criteria described above are compared using Monte Carlo simulations for transmit or receive selection. The case which combines both selection sides is not considered in this section. We assume that QPSK modulation is applied on all transmit antennas. System performance are illustrated in terms of average PER (Point Error Rate). The matrix $\mathbf{H}$ is selected at random and kept unchanged during one frame (i.e. $T_{c}=100$ channel uses). The selection computation is achieved every $T_{c}$ periods and selects the optimal sub-matrix $\tilde{\mathbf{H}}_{p}$ to be used during the frame transmission. The average PER is plotted versus the average transmit signal-to-noise ratio (SNR). Notice that the choice of transmit SNR instead of receive SNR is justified as follows. The antenna selection modifies the initial variance of the coefficients $h_{i j}$. Therefore, to find the average receive SNR, we need the evaluation of the channel coefficients variance when using the selection.
Note that the variation of the average PER in function of the received SNR needs the evaluation of the channel coefficients variance, since the selection modifies the initial variance of the coefficients $h_{i j}$.

The antenna selection based on different criteria is applied for different receiver schemes, namely ML, MMSE, and OSuIC receivers.
We consider the following pairs: $\left(n_{t}, n_{r}\right)=(3,2)$ and $(5,4)$. The transmit (respectively receive)
selection consists in choosing the $n_{t}-1$ (respectively $n_{r}-1$ ) best transmit (respectively receive) antennas for both cases.

To emphasize the advantage of antenna selection, we plot for each scenario the performance of uncoded MIMO system without selection, i.e. $\left(n_{t}-1\right) \times n_{r}$ when transmit selection is performed, and $n_{t} \times\left(n_{r}-1\right)$ when receive antenna selection is chosen.

### 4.2.4.1 ML receiver

Figures 4.10 and 4.11 illustrate the performance when selection is performed at transmit side and receive side respectively. Each figure depicts the performance of $2 \times 2$ and $4 \times 4$ quasi-static MIMO channel.

By comparing with the non selection case, it is noticed that the selection creates a new diversity order for all criteria. Indeed, one could notice that the diversity becomes 3 instead of 2 when choosing the 2 best antennas among 3, and equals 5 instead of 4 when 4 antennas are selected from 5. This additional diversity is independent from the selection side. An SNR improvement is achieved also over system without selection. For example, when transmit selection is chosen for (3,2) MIMO system, a gain greater than 7 dB is noticed.

While observing the performance with different selection criteria, it is noticed in Figs. 4.10 and 4.11 that our proposed criterion minimizes the error probability for all SNR range. The minimum Euclidean distance criterion achieves almost the same performance as the best one. This means that the first term of (3.20), for which $d_{i}$ equals the minimum Euclidean distance of the constellation $C^{\tilde{\mathbf{H}}_{p}}$, is sufficient to achieve the antenna selection.

The capacity criterion is the worst. A loss of about 2 dB is noticed over the above criteria at PER $=10^{-5}$ when transmit selection is considered.

The comparison between transmit and receive selection simulation results in Figs. 4.10 and 4.11 shows that error probability and minimum Euclidean distance criteria give better performance when applying the selection at the transmitter, with a gain of 2 dB at $\mathrm{PER}=10^{-5}$. Indeed, both criteria consist in minimizing the error probability by reducing the inter-channel interference (ICI) among the spatial channels.
Unlike the above criteria, performance with capacity criterion is almost independent from the selection side.

### 4.2.4.2 Linear MMSE receiver

Simulations have been carried out with a linear MMSE detector at the receiver. Figure 4.12 illustrates the performance of $4 \times 4$ quasi-static MIMO system for different antenna selection criteria at both sides.

By comparing the different selection criteria, it is noticed in Fig. 4.12 that the SNR and the capacity provide the best performance. However, a little gain is achieved by the former over the latter, for both transmit and receive selection. The selection introduces an additional diversity for both criteria, so that the system diversity order becomes 2 instead of 1 . The criterion based on the minimization of the ML error probability is not adapted to the studied system with MMSE detection. That is why it presents the worst performance. The diversity remains lower


Figure 4.10: Average error probability with transmit selection and ML receiver. Select 2 antennas among 3 Tx antennas (on the top). Select 4 antennas among 5 Tx antennas (on the bottom).


Figure 4.11: Average error probability with receive selection and ML receiver. Select 2 antennas among 3 Rx antennas (on the top). Select 4 antennas among 5 Rx antennas (on the bottom).
than 2 for this criterion, whereas a gain of 5 dB is noticed at $\mathrm{PER}=10^{-3}$ over the no selection case for both transmit and receive selection.

### 4.2.4.3 MMSE-OSuIC receiver

In this section, we assume a MMSE-OSuIC detector at the receiver. Both transmit and receive selection choose the 2 best antennas among 3. Simulation results are plotted in Fig. 4.13 for $2 \times 2$ quasi-static MIMO system. The performance of $2 \times 2$ system with ML detection without selection is plotted too.

While comparing the two examined selection criteria, we notice that the proposed criterion based on error probability gives almost the same performance as the capacity at low SNR $\left(E_{b} / N_{0} \leq 12 d B\right)$, whereas a loss over the capacity performance is observed at high SNR. The diversity order of no selection case is maintained below 2 , when using the error probability, whereas it is improved to 2 when applying capacity criterion. Thus, the proposed criterion performs better with MMSE-OSuIC than with linear MMSE at low SNR. This fact can be explained when comparing the ML and MMSE-OSuIC receivers. For example, for a $2 \times 2$ system, Fig. 4.13 shows that the MMSE-OSuIC performance is close to that of the ML receiver at low SNR. Therefore, the ML error probability criterion can be used in this case. As for the linear MMSE receiver, the application of the selection at the receiver does not change significantly the performance comparing to the selection at the transmitter.
Based on simulation results given in the previous sections, it is noticed that the application of the capacity as a transmit or a receiver selection criterion provides a selection diversity gain for all the receiver schemes as shown in theorem (4.31).

## Conclusions

In this chapter, we presented two applications of the error probability approximation derived in chapter 3 for uncoded MIMO systems, namely adaptive modulation and antenna selection. We started by proposing an efficient algorithm to adapt modulations while maximizing the total spectral efficiency and satisfying a constraint on error probability. This algorithm considers a short list of modulation combinations and uses the dichotomy method to go through the list. This leads to a reduced complexity. Finally, the designed adaptive modulation algorithm was compared to another algorithm using the simple bound (3.4) and to the non-adaptive scheme. In both comparisons, the gain of our adaptive scheme was noticed regarding the total spectral efficiency.
Then, the performance of SIMO systems with antenna selection were studied. We showed with analytical expressions that the diversity is kept while activating only some antennas and we proposed a bound for such systems. Then, we presented the antenna selection algorithm with our proposed selection criterion as well as with other existing criteria. This algorithm is based on an exhaustive search over all the antenna combinations. Next, the performance with antenna selection were compared to the non-adaptive scheme with the same number of active antennas. The benefit of the adaptive technique was observed in diversity order and in SNR gain. We noticed via simulation results that the proposed criterion to select the best set of antennas provides the best performance (compared to other existing selection criteria) when detection is based on ML criterion. However, the same criterion gives bad results while using sub-optimal receivers (ZF, MMSE, OSuIC) comparing to the other criteria. Indeed, the proposed selection criterion was derived assuming a ML detection. That's why, it performs better for the optimal receiver than for the sub-optimal receivers.


Figure 4.12: Average error probability with transmit/receive selection and MMSE receiver. Select 4 among 5 Tx antennas (on the top). Select 4 among 5 Rx antennas (on the bottom).


Figure 4.13: Average error probability with transmit/receive selection with MMSE-OSuIC. Select 2 antennas among 3 Tx antennas (on the top). Select 2 antennas among 3 Rx antennas (on the bottom).

It appears that both adaptive techniques improve the performance in MIMO systems but increase the complexity computation due to the search of the appropriate adaptive parameters, especially for high number of antennas. One approach to reduce this complexity will be proposed in the next chapter.

## Chapter 5

## Classification of multiple antenna channels

## Introduction

The material described in this chapter can be applied to any problem that admits a lattice representation. The great interest of the research community and public in multiple antenna digital transmission [7] made us study the Hermitian forms classification and use it on that particular subject. The classification of multiple-input multiple-output (MIMO) frequency non-selective fading channels has a considerable importance in information and communication theory. It consists in associating to the continuous set of MIMO channels a discrete set of representatives (or centroids), called codebook. Each channel will be then represented by the nearest element of the designed codebook. The set of channels corresponding to the same centroid defines a class.
Some potential applications for the classification would be adaptive modulation and adaptive channel coding in wireless local area networks and in 3G-4G mobile radio data networks. In this case, the choice of the optimal adaptive parameters needs only the determination of the nearest centroid. Then, the selected parameters for this centroid could be applied. Additional applications may be also related to other closed-loop (which require a CSI at the transmitter) systems, e.g. beamforming [45], [34], water-filling [21], [59], etc.
The classification algorithm given in this chapter is valid for both correlated and uncorrelated frequency non-selective MIMO. No assumption on channel distribution is required.

This chapter is organized as follows. First, section 5.1 recalls the procedure of the quantization (in our terminology classification) as well as the related parameters (e.g. codebook, centroids, training data samples, class, metric, etc). It also illustrates the famous quantization algorithm: Lloyd algorithm that is used to design our MIMO classification algorithm. Second, section 5.2 focuses on the classification of MIMO channels. First, it introduces the MIMO system model on which the classification will be based. Then, it describes our classification scheme. This scheme considers the Hermitian forms corresponding to the MIMO channels. That is why, we introduce in section 5.3 some basic notions from algebra and differential geometry dealing with the space of Hermitian forms. These concepts are used in section 5.4 to describe our proposed MIMO classification algorithm and to derive a metric to compute the distance between Hermitian forms associated to MIMO channels. This algorithm is then extended to lattices in
section 5.5. Section 5.6 compares the derived metric to the natural one based on the Euclidean distance by illustrating some results about the generated centroids, the population of each class, etc. Simulation results are also given to validate the designed classification by measuring the resemblance between MIMO channels and their associated centroids based on Voronoi regions and error probabilities. Finally, we propose to apply the classification for beamforming, as an example of closed-loop MIMO systems, to estimate the channel at the transmitter. At the end, simulation results are exposed to compare the error probability when using the classification to that when assuming a perfect CSI.

In this chapter, we use some definitions and parameters from lattice theory and quadratic forms theory which are introduced in chapter 2.

### 5.1 Quantization

Quantization refers to the process of approximating the continuous set of values of an arbitrary source with a finite (preferably small) set of values [16]. This set is known as a codebook and its elements are called centroids.

The quantization process needs the definition of a relevant metric to find the distance between the input data and the different centroids. The representative of each data input is the one which minimizes the chosen metric. A good quantizer should represent the original data with minimum loss or distortion. This distortion is generally defined by the mean square distance

$$
\begin{equation*}
M S D=\frac{1}{\operatorname{card}(\{\mathbf{X}\})} \sum_{\mathbf{X}} d^{2}(\mathbf{X}, \hat{\mathbf{X}}) \tag{5.1}
\end{equation*}
$$

where the set $\{\mathbf{X}\}$ denotes the input data set, $\operatorname{card}(\{\mathbf{X}\})$ is its cardinality and $\hat{\mathbf{X}}$ is the representative of the element $\mathbf{X}$.
It is clear that the quantization distortion depends on the codebook size. Thus, the huger this codebook is, the smaller the distortion is. Therefore, the user should choose the codebook size according to the envisaged application and the related constraint on distortion.

The common way to design the codebook for quantization is to generate a large set of data samples, called training database, and update iteratively an initial codebook, in order to decrease the mean square distance, based on the database.
One of the best known methods for the codebook design is the Lloyd algorithm [19][42]. The Lloyd algorithm is iterative. It starts with an initial set of centroids (or codebook), that are chosen randomly, and modifies them through a sequence of iterations.
It works as follows: Given any set of $N$ centroids, for each centroid $\hat{\mathbf{X}}$, let $C(\hat{\mathbf{X}})$ denote the set of data points for which $\hat{\mathbf{X}}$ is the nearest representative. In the next iteration of the algorithm, each old centroid $\hat{\mathbf{X}}$ is replaced (providing an update rule) by the new centroid of $C(\hat{\mathbf{X}})$ and then the set $C(\hat{\mathbf{X}})$ is updated by recomputing the distance from each point to its nearest centroid. These steps are repeated until convergence of the algorithm is achieved.

As long as successive iterations of the Lloyd algorithm continue to generate new centroids, the mean square error strictly decreases. Unfortunately, the Lloyd algorithm is sensitive to the choice of the initial codebook.

As an example we take a source that generates complex Gaussian random variables and we
intend to classify these variables by finding the best representative. The number of classes, or equivalently the size of the codebook, is equal to 8 . By applying the Lloyd algorithm on that source, the classification results are depicted on Fig. 5.1. This figure shows 8 regions separated by continuous lines. To each region, a representative or centroid, denoted $C_{i}$, is associated. Given an input variable, the centroid that is chosen to represent it is the one in the same Voronoi region. The centroid $C_{x}$ is determined to be the closest in Euclidean distance from the input variable $x$, that is

$$
C_{x}=\arg \min _{C_{j}}\left\|x-C_{j}\right\|
$$

In the sequel, we focus on the quantization/classification of MIMO channels. Thus, we need a metric to compute the distance between each data sample and the different centroids. Also, a way to built the codebook is required.


Figure 5.1: An example of quantization of complex Gaussian random variables.

### 5.2 MIMO channels classification

This section introduces first the system model which is used for the classification. Then, it presents the proposed classification scheme for MIMO channels.

### 5.2.1 System model

Let us briefly recall the mathematical model for a multiple antenna channel [7] and introduce some notations. We restrict our study to a square channel where the number $n_{t}$ of transmit antennas is equal to the number $n_{r}$ of receive antennas. Let $n=n_{t}=n_{r}$. Unlike chapters 3 and 4 , matrices and vectors are in column convention. The input-output model is given by

$$
\begin{equation*}
\mathbf{r}=\mathrm{Hz}+v \tag{5.2}
\end{equation*}
$$

where:

- the transmitted vector $\mathbf{z}$ belongs to $\mathbb{Z}[i]^{n}, \mathbb{Z}[i]$ being the ring of Gaussian integers
- $\boldsymbol{v} \in \mathbb{C}^{n}$ is an additive white Gaussian noise
- $\mathbf{H}=\left[h_{i j}\right]$ is an $n \times n$ matrix defining the MIMO channel coefficients
- $\mathbf{r} \in \mathbb{C}^{n}$ is the received vector.

We suppose that $\mathbf{H}$ is perfectly known at the receiver side. No channel state information is assumed at the transmitter because, in most imaginable applications, the classification will be performed at the receiver side. A widely used model assumes that the coefficients $h_{i j}$ are complex Gaussian distributed with zero mean and unit variance (as shown in chapter 1).

In the sequel, we assume that $\operatorname{det}(\mathbf{H})=1$. In fact, two channel matrices $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ related by $\mathbf{H}_{1}=c \mathbf{H}_{2}$ generate two equivalent lattices (definition 10 in section 2.1.1). Then if $\operatorname{det}\left(\mathbf{H}_{1}\right) \neq 1$, we can consider $\mathbf{H}_{2}=\frac{1}{\sqrt[n]{\operatorname{det}\left(\mathbf{H}_{1}\right)}} \mathbf{H}_{1}$ since $\operatorname{det}\left(\mathbf{H}_{2}\right)=1$. Thus, it is necessary to normalize the fundamental volume of lattices in order to avoid the scaling factor. This corresponds to adding a multiplicative factor to the signal-to-noise ratio (a simple shift when expressed in dB ). The probability distribution of $\operatorname{det}(\mathbf{H})$ can be further taken into account in potential applications of the proposed classification.

### 5.2.2 Classification scheme

The main procedure of the proposed algorithm is illustrated in Fig. 5.2. Given the number of transmit and receive antennas, given the number of classes to be distinguished, the classification algorithm runs in its training phase on a large number $M$ of some training instances. Once a codebook of $K$ centroids is built, any instance $\mathbf{H}$ can be quantized to the nearest class centroid. The classification needs a metric and an update rule as in the classical multidimensional Lloyd also known as k-Means clustering algorithm [19][42].

A matrix $\mathbf{H}$ such that $\operatorname{det}(\mathbf{H})=1$ generates a complex lattice $\Lambda(\mathbf{H})$ with a normalized fundamental volume [15]. The lattice $\Lambda(\mathbf{H})$ is associated to the Hermitian form $\mathbf{z}^{\dagger} \mathbf{H}^{\dagger} \mathbf{H z}$, where $\mathbf{A}^{\dagger}$ denotes the transpose conjugate of $\mathbf{A}$. Therefore, our proposed classification algorithm will consider the Hermitian forms corresponding to the MIMO channels. As a consequence, we need some basic mathematical notions about the structure of the Hermitian forms space which are exposed in the next section.


Figure 5.2: The procedure of MIMO classification.

### 5.3 Some basic mathematical notions

### 5.3.1 Some algebra concepts

This section recalls some algebra notions which are used later.
Let $F$ be a field, mainly $F=\mathbb{R}$ or $\mathbb{C}$ and $M_{n}(F)$ be the set of $n \times n$ matrices in $F$. Some useful definitions from algebra are introduced in the following.

Definition 11 (Some groups of $M_{n}(F)$ )
The General linear group : $G L_{n}(F)$ of size $n$ is the set of $n \times n$ invertible matrices. $G L_{n}(F)$ with the operation of ordinary matrix multiplication, $\left(G L_{n}(F), \times\right)$, is a group.

The Special linear group : $S L_{n}(F)$ is a subgroup of $G L_{n}(F)$ of all matrices with determinant +1 .
The Unitary group : $U(n)$ is the subgroup of $G L_{n}(\mathbb{C})$ of unitary matrices $\mathbf{M}$ such that $\mathbf{M M}^{+}=\mathbf{I}_{n}$.
The Special unitary group : $\operatorname{SU}(n)$ is the subgroup of $U(n)$ of matrices with unit determinant.
Definition 12 (Equivalence relation and set partitions):
Equivalence relation : An equivalence relation on a set $X$ is a binary relation on $X$ which is reflexive, symmetric, and transitive. That is, if the relation is denoted by the symbol " $\sim$ ",
$\forall a, b, c \in X$

1. $a \sim a($ reflexivity $)$
2. if $a \sim b$ then $b \sim a$ (symmetry)
3. if $a \sim b$ and $b \sim c$ then $a \sim c$

A partition $P_{X}$ of a set $X$ is a set of subsets of $X$ such that:

1. No element of $P_{X}$ is empty : $\forall s \in P_{X}, s \neq \emptyset$.
2. The union of the elements of $P_{X}$ is equal to $X: X=\bigcup_{s \in P_{X}}$.
3. The intersection of any two distinct elements of $P_{X}$ is empty: $\forall s_{1}, s_{2}\left(s_{1} \neq s_{2}\right) \in P_{X}, s_{1} \cap s_{2}=\emptyset$.

Every equivalence relation on $X$ defines a partition of $X$ into subsets called equivalence classes: all elements equivalent to each other are put into one class. Conversely, if the set $X$ can be partitioned into subsets, then we can define an equivalence relation $\sim$ on $X$ by the rule " $a \sim b$ if and only if $a$ and $b$ lie in the same subset".
The set of all equivalence classes in $X$ for an equivalence relation $\sim$ is usually denoted as $X / \sim$ and called the quotient set of $X b y \sim$.

If $G$ is a group, $H$ a subgroup of $G$, and $x$ an element of $G$, then

1. $x H=\{x h \mid h \in H\}$ is a left coset of $H$ in $G$,
2. $H x=\{h x \mid h \in H\}$ is a right coset of $H$ in $G$.

The left (respectively right) cosets of $H$ in $G$ are the equivalence classes under the equivalence relation on $G$ given by $x \sim y$ if and only if $y \in x H$ (respectively $y \in H x$ ).

## Definition 13 (Group action)

A group $G$ is said to act on a set $X$ when there is a map $\phi$ from $G \times X$ to $X$ such that :

1. $\forall x \in X, \phi(e, x)=x$ where $e$ stands for the identity element of $G$
2. $\forall g_{1}, g_{2} \in G, \phi\left(g_{1}, \phi\left(g_{2}, x\right)\right)=\phi\left(g_{1} \cdot g_{2}, x\right)$

In this case $\phi$ is called a left group action.
This action induces an equivalence relation $\sim$ such that

$$
\forall x, y \in X, x \sim y \Longleftrightarrow \exists g \in G, y=\phi(g, x)
$$

In the special case when $G$ is a subgroup of $X$, a natural action of $G$ on $X$ could be given by

$$
\phi(g, x)=g \cdot x, \quad g \in G, x \in X
$$

The corresponding quotient set $G \backslash X$ is the set of the right cosets of $G$ in $X$.

The action $G$ on $X$ is called transitive if for any two $x, y \in X$, there exists a $g \in G$ such that $g x=y$. In particular, when there exists precisely one $g \in G$ such that $g x=y$, the action $G$ on $X$ is then both transitive and free, and it is called regular or simply transitive. In this case, $X$ is known as a principal homogeneous space for $G$.

Consider a group $G$ acting on a set $X$. The orbit of a point $x \in X$ is the set of elements of $X$ to which $x$ can be moved by the elements of $G$. The orbit of $x$ is denoted by $G x$ :

$$
G x=\{g . x \mid g \in G\}
$$

The defining properties of a group guarantee that the set of orbits of $X$ under the action of $G$ form a partition of $X$. For example, a transitive group action implies that there is only one group orbit equal to $X$. The associated equivalence relation is defined by saying $x \sim y$ iff there exists a $g \in G$ with $g x=y$.

The orbits are then the equivalence classes under this relation; two elements $x$ and $y$ are equivalent iff their orbits are the same, i.e. $G x=G y$.
The set of all orbits of $X$ under the action of $G$ is written as $X / G$ or $G \backslash X$, and is called the quotient of the action; in geometric situations it may be called the orbit space.

Some elements of a group $G$ acting on a space $X$ may fix a point $x$. These group elements form a subgroup called isotropy group of $x$, defined by

$$
G_{x}=\{g \in G \mid g x=x\}
$$

For example, consider the group $S O(3)$ of all rotations of a sphere $S^{2}$. Let $x$ be the north pole $(0,0,1)$. Then, as illustrated in Fig. 5.3, a rotation which does not change $x$ must turn around the usual axis, leaving the north pole and the south pole fixed. These rotations form the isotropy group for both north and south poles.


Figure 5.3: An example of isotropy group. $X=S^{2}$ and $G=S O(3)$.
When two points $x$ and $y$ are on the same group orbit, say $y=g x$, then the isotropy groups are conjugate subgroups. More precisely, $G_{y}=g G_{x} g^{-1}$. In fact, any subgroup conjugate to $G_{x}$ occurs as an isotropy group $G_{y}$ to some point $y$ on the same orbit as $x$.

Let $\phi$ be the group action of a group $G$ on a set $X$. The action $\phi$ is irreducible if there are no nontrivial subspaces in $X$ that are invariant by this action. The unique subspaces which are invariant by the action of $\phi$ are the entire space $X$ and the null space.

### 5.3.2 Some definitions from differential geometry

Some notions of differential geometry are also needed for MIMO classification study to design a new distance between Hermitian forms.

### 5.3.2.1 Differentiable manifolds

## Definition 14 (Manifold)

A manifold is a space that is locally like an Euclidean space $\mathbb{R}^{n}$, but globally its structure may be more complicated.
To illustrate this idea, consider the surface $S$ of a sphere. Locally, an open subset of $S$ resembles to an open subset of $\mathbb{R}^{2}$, which is not true globally.

## Definition 15 (Topological manifold)

## $S$ is a topological manifold if

1. $S$ is a Hausdorff topological space. This means that $S$ is a topological space in which two different points can be separated by disjoint open sets.
2. $\forall p \in S, \exists$ an open subset $U$ of $S$ containing $p$, and an homeomorphism (a bijective continuous function whose inverse is also continuous) $\phi$ of $S$ onto an open subset of $\mathbb{R}^{n}$.

We say that $n$ is the dimension of the manifold $S$, and the pair $(U, \phi)$ is an open chart, known also as a system of local coordinates, on $S$.

## Definition 16 (Differentiable manifold)

$S$ is called a n-dimensional $C^{\infty}$ differentiable manifold if

1. S is a topological manifold.
2. $\exists$ a collection of open charts $\left\{\left(U_{\alpha}, \phi_{\alpha}\right)\right\}_{\alpha \in A}$ of $S\left(S=\cup_{\alpha \in A} U_{\alpha}\right)$, such that for each pair $\alpha, \beta \in A$, the mapping $\phi_{\beta} \circ \phi_{\alpha}^{-1}$ is a $C^{\infty}$ differentiable mapping from $\phi_{\alpha}\left(U_{\alpha} \cap U_{\beta}\right)$ onto $\phi_{\beta}\left(U_{\alpha} \cap U_{\beta}\right)$.

A complex manifold is a manifold $S$ whose coordinate charts are open subsets of $\mathbb{C}^{n}$ and the transition functions between charts, $\phi_{\beta} \circ \phi_{\alpha}^{-1}$, are holomorphic functions (i.e. have a derivative at every variable $\left.x_{i},\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{C}^{n}\right)$. Naturally, a complex manifold of dimension $n$ also has the structure of a real differentiable manifold of dimension $2 n$.

A submanifold is a subset of a manifold that is itself a manifold, but has smaller dimension.

## Definition 17 (Symmetric space)

A differential manifold $S$ is called a symmetric space if for each $x \in S$ there exists a diffeomorphism $s_{x}$ which satisfies the following conditions:

1. $x$ is an isolated fixed point of $s_{x}$,
2. $s_{x}$ is involutive, that is, $s_{x}^{2}=1$,
3. $s_{x}\left(s_{y}(z)\right)=s_{s_{x}(y)}\left(s_{x}(z)\right)$ for any $y$ and $z$ in $S$.

### 5.3.2.2 Tangent vector and tangent space

In differential geometry, one can attach to every point $p$ of a differentiable manifold a tangent space, a $F$ vector space which intuitively contains the possible "directions" in which one can pass through $p$. The elements of the tangent space are called tangent vectors at $p$. All the tangent spaces have the same dimension, equal to the dimension of the manifold.

For example, if the given manifold is a sphere in $\mathbb{R}^{2}$, one can picture the tangent space at a point $x$ as the plane which touches the sphere at $x$. It is also the plane which is perpendicular at $x$ to the line joining the sphere center and $x$.

In particular, when $S \subset K^{n}, K=\mathbb{R}$, or $\mathbb{C}$ and $S$ is defined by the equations

$$
\begin{aligned}
F_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =0 \\
\vdots & \\
F_{r}\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =0
\end{aligned}
$$

where $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in K^{n}$ and $F_{i}: K^{n} \rightarrow K$, the tangent space to $S$ at the point $\mathbf{x}$ is the set of the tangent vectors whose coordinates ( $t_{1}, t_{2}, \ldots, t_{n}$ ), satisfy

$$
\begin{equation*}
\sum_{i=1}^{n} t_{i} \frac{\partial}{\partial x_{i}} F_{j}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0, \forall j=1, \ldots, r \tag{5.3}
\end{equation*}
$$

As an example, we consider the space of invertible matrices with unit determinant, $S=S L_{n}(\mathbb{C}) \subset$ $\mathbb{C}^{n \times n}$. Let us compute the tangent vector at the identity point $I_{n}$ of this space.
Let $\mathbf{M}=\left[x_{i, j}\right] \in S L_{n}(\mathbb{C})$. The space $S L_{n}(\mathbb{C})$ can be defined by the unique equation of $n^{2}$ variables $x_{i, j}$

$$
F\left(x_{11}, x_{12}, \ldots, x_{n n}\right)=\operatorname{det}\left[\begin{array}{llll}
x_{11} & x_{12} & \cdots & x_{1 n} \\
x_{21} & x_{22} & \cdots & x_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n 1} & x_{n 2} & \cdots & x_{n n}
\end{array}\right]-1=0
$$

Theorem 2 The tangent space at the identity matrix $\mathbf{I}_{n}$ for the space $S L_{n}(\mathbb{C})$ is the set of matrices with trace equal to zero.

Proof: According to (5.3), we have

$$
\begin{equation*}
\sum_{j, k=1}^{n} t_{j k} \frac{\partial}{\partial x_{j k}} F\left(x_{11}, x_{12}, \ldots, x_{n n}\right)=0 \tag{5.4}
\end{equation*}
$$

Let compute the partial derivatives.

$$
\frac{\partial}{\partial x_{j k}} F\left(x_{11}, \ldots, x_{n n}\right)_{\mid \mathbf{M}=\mathbf{I}_{n}}=\frac{\partial}{\partial x_{j k}} \operatorname{det}(\mathbf{M})_{\mid \mathbf{M}=\mathbf{I}_{n}}
$$

Since

$$
\operatorname{det}(\mathbf{M})=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \prod x_{i \sigma(i)}
$$

where $S_{n}$ is the permutation group of the set $\{1,2, \ldots, n\}$ and $\operatorname{sgn}(\sigma)$ denotes the signature of the permutation $\sigma:+1$ if $\sigma$ is an even permutation and -1 if it is odd.

$$
\begin{align*}
\frac{\partial}{\partial x_{j k}} F\left(x_{11}, \ldots, x_{n n}\right)_{\mid \mathbf{M}=\mathbf{I}_{n}} & \left.=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \frac{\partial \prod_{i=1}^{n} x_{i \sigma(i)}}{\partial x_{j k}} \right\rvert\, x_{j k}=\delta_{j k} \\
& \left.=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma)\left(\prod_{i=1, i \neq j}^{n} x_{i \sigma(i)}\right) \frac{\partial x_{j \sigma(j)}}{\partial x_{j k}} \right\rvert\, x_{j k}=\delta_{j k} \\
& =\sum_{\sigma \in S_{n}, \sigma(j)=k} \operatorname{sgn}(\sigma) \prod_{i=1, i \neq j}^{n} x_{i \sigma(i) \mid x_{j k}=\delta_{j k}} \\
& =\sum_{\sigma=I, \sigma(j)=k} \operatorname{sgn}(I) \prod_{i=1, i \neq j}^{n} x_{i i} \mid x_{j k}=\delta_{j k}\left(I \text { is the identity element of } S_{n}\right) \\
& =\delta_{j k} \tag{5.5}
\end{align*}
$$

Therefore, by replacing (5.5) in (5.4), the tangent vectors to $S L_{n}(\mathbb{C})$ at the identity $\mathbf{I}_{n}$ satisfy

$$
\begin{equation*}
\sum_{i=1}^{n} t_{i i}=0 \tag{5.6}
\end{equation*}
$$

Thus, the tangent space at $\mathbf{I}_{n}$ is the set of matrices with trace zero.

### 5.3.2.3 Riemannian manifold

## Definition 18 (Riemannian manifold)

A Riemannian manifold $(S, g)$, is a differentiable manifold $S$ in which each tangent space is equipped with an inner product $g$ in a manner which varies smoothly from point to point. In other words, for any tangent vectors $D, D^{\prime}$ at a point $p \in S, g\left(D, D^{\prime}\right) \in \mathbb{R}$ and $g$ satisfies :

1. Linearity: $g\left(a D+b D^{\prime}, D^{\prime \prime}\right)=a g\left(D, D^{\prime \prime}\right)+b\left(D^{\prime}, D^{\prime \prime}\right), \forall a, b \in \mathbb{R}$
2. Symmetry: $g\left(D, D^{\prime}\right)=g\left(D^{\prime}, D\right)$
3. Positive-definiteness: If $D \neq 0$ then $g(D, D)>0$

This allows one to define various notions such as the length of curves, angles, areas (or volumes), curvature, gradients of functions and divergence of vector fields.

## Definition 19 (Geodesic on a Riemannian manifold)

Let $\gamma:[a, b] \rightarrow$ S be a continuously differentiable curve in the Riemannian manifold $S,[a, b]$ is some interval of $\mathbb{R}$. We define its length $L(\gamma)=\|\gamma\|$ to be

$$
\begin{equation*}
L(\gamma) \stackrel{\operatorname{def}}{=} \int_{a}^{b}\left\|\gamma^{\prime}(t)\right\| \mathrm{d} t . \tag{5.7}
\end{equation*}
$$

where $\gamma^{\prime}(t)$ is a tangent vector in the tangent space at the point $\gamma(t)$.
With the definition (5.7), every connected Riemannian manifold $S$ becomes a metric space (and even
a length metric space) in a natural fashion: the distance $d(x, y)$ between the points $x$ and $y$ of $S$ is defined as

$$
d(x, y)=\inf _{\gamma}\{L(\gamma) \mid \gamma \text { is a continuously differentiable curve joining } x \text { and } y\} .
$$

Even though Riemannian manifolds are usually "curved", there is still a notion of "straight line" on them: the geodesics. These are curves which locally join their points along the shortest paths.

### 5.3.2.4 Lie group

## Definition 20 (Lie group)

A Lie group $G$ is a differentiable manifold obeying the group properties and that satisfies the additional condition that the group operations (multiplication and inversion)

$$
\begin{array}{rlll}
G \times G & \rightarrow & G \\
(g, h) & \mapsto & g h
\end{array}
$$

and

$$
\begin{aligned}
G \times G & \rightarrow G \\
g & \mapsto g^{-1}
\end{aligned}
$$

are differentiable.
A complex Lie group is defined in the same way using complex manifolds rather than real ones.
Some examples of Lie groups :

1. The group $G L_{n}(F)$ of invertible matrices (under matrix multiplication) is a Lie group of real dimension $n^{2}$ if $F=\mathbb{R}$ and $2 n^{2}$ if $F=\mathbb{C}$.
2. The subgroup $S L_{n}(F)$ of matrices of determinant 1 is also a Lie group of real dimension $n^{2}-1$ if $F=\mathbb{R}$ and $2 n^{2}-2$ if $F=\mathbb{C}$.
3. The group of unitary matrices $U(n)$ is a real Lie group of dimension $n^{2}$.
4. The group of special unitary matrices $S U(n)$ is a real Lie group of dimension $n^{2}-1$.

There are several standard ways to form new Lie groups from old ones. For example:

1. The product of two Lie groups is a Lie group.
2. Any closed subgroup of a Lie group is a Lie group.
3. The quotient of a Lie group by a closed normal subgroup is a Lie group. Notice that the quotient of a Lie group by a closed subgroup is only a differentiable manifold

## Definition 21 (Homogeneous space for Lie group)

Let $A$ be a topological group, in particular a Lie group, and F be a closed subgroup of $A$. The system of left cosets $a F, a \in A$ denoted $A / F$, is an homogeneous space. Indeed, $X=A / F$ has a transitive group action for the group $G=A$. The group action could be defined by

$$
\begin{array}{rll}
\tau: G \times X & \rightarrow X \\
(a, x=b F) & \mapsto a b F
\end{array}
$$

A homogeneous space $S$ of a Lie group $G$ is a space with a transitive group action by $G$. Because a transitive group action implies that there is only one group orbit, $S$ is isomorphic having the same form to the quotient space $G / H$ where $H$ is the isotropy group $G_{x}$. The choice of $x$ in $S$ does not affect the isomorphism type of $G / G_{x}$ because all of the isotropy groups are conjugate.

In the following section, we focus on the space of Hermitian matrices that can be seen as a Riemannian space. Consequently, all the above definitions can be applied for the classification of MIMO channels.

### 5.4 MIMO classification algorithm

As pointed out previously, our proposed classification algorithm will be used for Hermitian forms. This section defines how the normalized MIMO channels could be identified by their Hermitian forms (using an equivalence relation). Then, the section 5.4.2 describes the computation of the geodesic distance between Hermitian forms and how it could be used as a metric for the classification algorithm. Finally, section 5.4.3 introduces the Frobenius distance and shows the application of this distance for the classification. Frobenius distance will be compared in section 5.6 to the geodesic distance regarding the performance of the classification.

In the sequel, the complex cubic lattice $\mathbb{Z}[i]^{n}$ associated to the identity matrix will play the role of a reference Hermitian form.

### 5.4.1 Equivalence of MIMO channels

Let define an equivalence relation on the set $S L_{n}(\mathbb{C})$.

## Definition 22 (Equivalence relation for MIMO channels)

Two channels are equivalent in $S L_{n}(\mathbb{C})$ if there exist a unitary matrix $\mathbf{U}$ in $\operatorname{SU}(n)$ such that $\mathbf{H}_{2}=\mathbf{U H}_{1}$.

## First representation of MIMO channels equivalence

From a differential geometric point of view, the objects considered in this report can be described as follows. Elements of $\mathbb{C}^{n}$ will be considered as column vectors, so that a unimodular basis of $\mathbb{C}^{n}$ corresponds to an element of the special linear group $S L_{n}(\mathbb{C})$, and the natural action of the special unitary group $S U(n)$ on $\mathbb{C}^{n}$ induces an action of $S U(n)$ on $S L_{n}(\mathbb{C})$, given by left multiplication. Thus the equivalence class of such a basis under unitary transformations corresponds to an element of the quotient set

$$
X=S U(n) \backslash S L_{n}(\mathbb{C}) .
$$

Elements of this quotient set are cosets of the form

$$
[\mathbf{H}]=S U(n) \cdot \mathbf{H} \text { for } \mathbf{H} \in S L_{n}(\mathbb{C}) .
$$

Note that if we had chosen row notation instead of column notation, then $S U(n)$ would have acted by right multiplication, and the quotient set to consider would have been $S L_{n}(\mathbb{C}) / S U(n)$, whose elements are cosets of the form $\mathbf{H} \cdot S U(n)$.

The quotient set $S U(n) \backslash S L_{n}(\mathbb{C})$ is an example of homogeneous space, that is, the quotient of the Lie group $S L_{n}(\mathbb{C})$ by the closed subgroup $S U(n)$. As such, it carries a differential structure
and an action of $S L_{n}(\mathbb{C})$, given by right multiplication.

$$
\begin{align*}
\phi: X \times S L_{n}(\mathbb{C}) & \rightarrow X \\
\left(\left[\mathbf{H}_{1}\right]=S U(n) \cdot \mathbf{H}_{1}, \mathbf{H}_{2}\right) & \mapsto\left[\mathbf{H}_{1} \cdot \mathbf{H}_{2}\right]=\operatorname{SU}(n) \cdot \mathbf{H}_{1} \cdot \mathbf{H}_{2} \tag{5.8}
\end{align*}
$$

## Second representation of MIMO channels equivalence

There is another way to describe the space $S U(n) \backslash S L_{n}(\mathbb{C})$ that is quite useful in practice. Observe that two unimodular matrices $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ in $S L_{n}(\mathbb{C})$ have the same Gram matrix $\mathbf{G}=\mathbf{H}_{1}^{\dagger} \mathbf{H}_{1}=$ $\mathbf{H}_{2}^{\dagger} \mathbf{H}_{2}$ if and only if there is a unitary matrix $\mathbf{U} \in S U(n)$ such that $\mathbf{H}_{2}=\mathbf{U} \mathbf{H}_{1}$, that is if and only if the classes of $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ in $S U(n) \backslash S L_{n}(\mathbb{C})$ coincide. Conversely, any positive definite Hermitian matrix $\mathbf{G}$ of determinant 1 can be written in the form $\mathbf{G}=\mathbf{H}^{\dagger} \mathbf{H}$ for $\mathbf{H} \in S L_{n}(\mathbb{C})$ uniquely determined up to left multiplication by a unitary matrix. In fact one can mention two specific choices of $\mathbf{H}$ that are of particular interest: the first one is to take $\mathbf{H}$ upper triangular, given by Cholesky decomposition, while the second is to take H Hermitian, by extracting the square root of $\mathbf{G}$ as

$$
\begin{equation*}
\mathbf{H}=\sqrt{\mathbf{G}}=\mathbf{U D U}^{\dagger} \tag{5.9}
\end{equation*}
$$

where $\mathbf{D}=\operatorname{diag}\left(\sqrt{\lambda_{1}}, \ldots, \sqrt{\lambda_{n}}\right)$ and $\lambda_{1}, \ldots, \lambda_{n}$ are the eigenvalues of $\mathbf{G}$ and $\mathbf{U}$ the normalized vectors.

These considerations allow to identify $S U(n) \backslash S L_{n}(\mathbb{C})$ with the space of positive definite Hermitian matrices of determinant 1, by identifying the coset $S U(n) \cdot \mathbf{H}$ with the Gram matrix $\mathbf{G}=\mathbf{H}^{\dagger} \mathbf{H}$. The differential structure on $S U(n) \backslash S L_{n}(\mathbb{C})$ can be retrieved as the natural differential structure on this space of Hermitian matrices seen as a real submanifold of $\mathbb{C}^{n \times n}$.

The right action of $S L_{n}(\mathbb{C})$ on the quotient set $S U(n) \backslash S L_{n}(\mathbb{C})$ sends the matrix $\mathbf{H} \in S L_{n}(\mathbb{C})$ to $S U(n) \cdot \mathbf{H} \cdot \mathbf{P}$, where $\mathbf{P} \in S L_{n}(\mathbb{C})$. Thus, using the identification of the coset $S U(n) \cdot \mathbf{H}$ with the Gram matrix $\mathbf{G}=\mathbf{H}^{\dagger} \mathbf{H}$, we can define the right action of $S L_{n}(\mathbb{C})$ on the space of positive definite Hermitian matrices of determinant 1 as follows:

$$
\text { if } \mathbf{G} \text { is an Hermitian matrix and } \mathbf{P} \in S L_{n}(\mathbb{C}) \text {, then } \mathbf{P} \text { acts on } \mathbf{G} \text { by sending it to } \mathbf{P}^{\dagger} \mathbf{G P} \text {. }
$$

In the sequel, we denote $\Gamma$ the space of positive definite Hermitian matrices of determinant 1. So the classification is applied on the space $\Gamma$ instead of the space of MIMO channels in $S L_{n}(\mathbb{C})$.

The next subsection focuses on the computation of the geodesic distance between Hermitian matrices, and on its application as a metric in the classification algorithm.

### 5.4.2 Geodesic distance for MIMO Classification

## - Geodesic distance for Hermitian matrices

It appears that $S U(n) \backslash S L_{n}(\mathbb{C})$ is a special type of homogeneous space, called a symmetric space, and thus carries a natural Riemannian structure. We will refer to [31] which is the classical reference on this topic (along with E. Cartan's original works). More precisely, following the classification given in [31], §IX.6.1, $S U(n) \backslash S L_{n}(\mathbb{C})$ is the Riemannian global symmetric space of type IV associated with the Lie algebra of type $\mathfrak{a}_{n-1}$.

Therefore, we can define a geodesic in the Riemannian space $S U(n) \backslash S L_{n}(\mathbb{C})$ (or equivalently the space of Hermitian forms $\Gamma$ ) to compute the shortest distance between two elements of the space $\Gamma$ providing the Riemannian metric (or inner products) on this space (definition 19 in section 5.3.2.3).

The aim of the following proposition is to describe the geodesics and the distance associated to the Riemannian structure $S U(n) \backslash S L_{n}(\mathbb{C})$.

Proposition 1 Let $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ be two positive definite Hermitian matrices of size $n$ with determinant 1 . Let $\mathbf{P}_{1}$ be any element of $S L_{n}(\mathbb{C})$ such that $\mathbf{G}_{1}=\mathbf{P}_{1}{ }^{\dagger} \mathbf{P}_{1}$, and put $\mathbf{G}=\left(\mathbf{P}_{1}{ }^{\dagger}\right)^{-1} \mathbf{G}_{2} \mathbf{P}_{1}{ }^{-1}$ and $\mathbf{L}=\log (\mathbf{G})$. Then:

1. There is a unique geodesic segment $\gamma$ joining $\mathbf{G}_{1}$ to $\mathbf{G}_{2}$, given by the parametrization $\gamma(t)=$ $\mathbf{P}_{1}{ }^{\dagger} \exp (t \mathbf{L}) \mathbf{P}_{1}$ for $t \in[0,1]$.
2. Up to multiplication by a constant, the geodesic distance between $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ is

$$
\begin{equation*}
d_{\text {geod }}\left(\mathbf{G}_{1}, \mathbf{G}_{2}\right)=\left(\sum_{1 \leq i \leq n}\left|\log \lambda_{i}\right|^{2}\right)^{1 / 2}, \tag{5.10}
\end{equation*}
$$

where $\lambda_{1}, \ldots, \lambda_{n}$ are the eigenvalues of $\mathbf{G}$.
Recall that if $\mathbf{A}$ is an Hermitian matrix, and $F$ a real analytic function (i.e. it possesses derivatives of all orders) that is well defined on the eigenvalues of $\mathbf{A}$, then $F(\mathbf{A})$ can be defined as follows:

$$
\text { if } \mathbf{A}=\mathbf{V}^{\dagger} \operatorname{diag}\left(\mu_{1}, \ldots, \mu_{n}\right) \mathbf{V} \text { is the diagonalization of } \mathbf{A} \text {, then } F(\mathbf{A})=\mathbf{V}^{\dagger} \operatorname{diag}\left(F\left(\mu_{1}\right), \ldots, F\left(\mu_{n}\right)\right) \mathbf{V}
$$

where $\mathbf{V}$ is unitary matrix and $\mu_{1}, \ldots, \mu_{n}$ are real eigenvalues of $\mathbf{A}$.
In particular, with the notations of the proposition, if one writes $\mathbf{G}=\mathbf{U}^{\dagger} \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) \mathbf{U}$ with $\mathbf{U}$ unitary, then

$$
\left\{\begin{array}{l}
\mathbf{L}=\log (\mathbf{G})=\mathbf{U}^{\dagger} \operatorname{diag}\left(\log \left(\lambda_{1}\right), \ldots, \log \left(\lambda_{n}\right)\right) \mathbf{U} \\
\gamma(t)=\mathbf{P}_{1}^{\dagger} \exp (t \mathbf{L}) \mathbf{P}_{1}=\mathbf{P}_{1}^{\dagger} \mathbf{U}^{\dagger} \operatorname{diag}\left(\lambda_{1}^{t}, \ldots, \lambda_{n}^{t}\right) \mathbf{U} \mathbf{P}_{1}
\end{array}\right.
$$

Proof: Since the right action of $S L_{n}(\mathbb{C})$ must send geodesics to geodesics and preserve the distance, one can suppose that $\mathbf{G}_{1}=\mathbf{I}_{n}, \mathbf{P}_{1}=\mathbf{I}_{n}$, and $\mathbf{G}_{2}=\mathbf{G}$.
This observation is depicted in Fig. 5.4. This figure illustrates the space of Hermitian matrices $\Gamma$. The geodesic relating two elements of $\Gamma, \mathbf{G}_{1}$ and $\mathbf{G}_{2}$ is denoted by $\gamma_{2}$. The length of $\gamma_{2}$ is equal to that of $\gamma_{1}$, which is the geodesic between the identity element $\mathbf{I}_{n}$ and the matrix $\mathbf{G}$ obtained by right action of $S L_{n}(\mathbb{C})$ on $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ respectively.

Since $\operatorname{SU}(n)$ is the set of fixed points of the analytic involution $\sigma: \mathbf{H} \mapsto\left(\mathbf{H}^{+}\right)^{-1}$ of $S L_{n}(\mathbb{C})$, one can apply [31], Proposition IV.3.4, to retrieve the fact that $S U(n) \backslash S L_{n}(\mathbb{C})$ is a Riemannian globally symmetric space. The tangent space to $S L_{n}(\mathbb{C})$ at $\mathbf{I}_{n}$ is the space of matrices with trace zero (Theorem 2). From [31], Proposition IV.3.3(iii), it follows that the tangent space $\mathcal{T}$ to $S U(n) \backslash S L_{n}(\mathbb{C})$ at $\mathbf{I}_{n}$ can be identified with its subspace of anti-invariants under $d \sigma$. That is for $\mathbf{M} \in \mathcal{T}, d \sigma$ satisfies $d \sigma(\mathbf{M})=-\mathbf{M}^{\dagger}$. Since $d \sigma$ sends a matrix $\mathbf{M}$ to $-\mathbf{M}^{\dagger}$, one sees that this tangent space $\mathcal{T}$ is the space of Hermitian matrices with trace zero. Since $\mathbf{G}=\mathbf{U}^{\dagger} \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) \mathbf{U}$ is


Figure 5.4: Action of $S L_{n}(\mathbb{C})$ on the space of Hermitian matrices $\Gamma$.
of determinant 1 , one checks that $\mathbf{L}=\mathbf{U}^{\dagger} \operatorname{diag}\left(\log \left(\lambda_{1}\right), \ldots, \log \left(\lambda_{n}\right)\right) \mathbf{U}$ indeed is an element of $\mathcal{T}$. Now it follows again from [31], Proposition IV.3.3(iii) that any geodesic segment starting at $\mathbf{I}_{n}$ is of the form $\gamma_{\mathbf{L}^{\prime}}: t \mapsto \exp \left(t \mathbf{L}^{\prime}\right)$ for some $\mathbf{L}^{\prime} \in \mathcal{T}$, and the condition $\gamma_{\mathbf{L}^{\prime}}(1)=\mathbf{G}$ forces $\mathbf{L}^{\prime}=\mathbf{L}$. This proves the first part of the proposition.
Now since $\gamma_{\mathbf{L}}$ is a geodesic segment, its tangent vector has constant norm equal to \|L\|, where $\|$.$\| is the norm on \mathcal{T}$ given by the Riemannian structure. This norm must be invariant under the action of $\operatorname{SU}(n)$ on $\mathcal{T}$, and since this action is irreducible, $\|$.$\| is unique up to multiplication$ by a constant. One can check indeed that the so-called Frobenius norm defined by

$$
\|\mathbf{L}\|=\left(\sum_{1 \leq i, j \leq n}\left|L_{i j}\right|^{2}\right)^{1 / 2}
$$

is invariant.
Using this invariance property, this can also written as:

$$
\begin{aligned}
d_{\text {geod }}\left(\mathbf{I}_{n}, \mathbf{G}\right) & =\text { length }(\gamma) \\
& =\int_{0}^{1}\|\mathbf{L}\| d t=\|\mathbf{L}\| \\
& =\left\|\mathbf{U}^{\dagger} \operatorname{diag}\left(\log \left(\lambda_{1}\right), \ldots, \log \left(\lambda_{n}\right)\right) \mathbf{U}\right\| \\
& =\left\|\operatorname{diag}\left(\log \left(\lambda_{1}\right), \ldots, \log \left(\lambda_{n}\right)\right)\right\| \\
& =\left(\sum_{1 \leq i \leq n}\left|\log \lambda_{i}\right|^{2}\right)^{1 / 2},
\end{aligned}
$$

which proves the second part of the proposition.

## - Centroid update in generalized Lloyd for Hermitian forms

The generalized Lloyd algorithm iterates between two steps. The first step determines the borders of Voronoi regions. A Voronoi region is also called a class in our terminology. This Lloyd first step utilizes the geodesic metric given by proposition (1) in the previous section.


Figure 5.5: Centroid update rule after $k$ Lloyd iterations.

The second step updates the centroid of each class.
In the second step of Lloyd algorithm applied to the space $S U(n) \backslash S L_{n}(\mathbb{C})$, given some positive definite Hermitian matrices $\mathbf{G}_{1}, \ldots, \mathbf{G}_{N}$ with determinant 1 , one needs to find the centroid $\mathbf{C}$ of this class of cardinality $N$ that minimizes the sum of the squared distances $d_{\text {geod }}\left(\mathbf{C}, \mathbf{G}_{1}\right)^{2}+\ldots+$ $d_{\text {geod }}\left(\mathbf{C}, \mathbf{G}_{N}\right)^{2}$, that is

$$
\mathbf{C}=\arg \min _{\tilde{\mathbf{C}}}\left\{d_{\mathrm{geod}}\left(\tilde{\mathbf{C}}, \mathbf{G}_{1}\right)^{2}+\ldots+d_{\mathrm{geod}}\left(\mathbf{C}^{\prime}, \mathbf{G}_{N}\right)^{2}\right\}
$$

To our knowledge, there is no exact way to perform this minimization, however, proposition (1) suggests a way to find at least a good approximation of this centroid, based on a gradient heuristic.
Indeed, suppose we know that $\mathbf{G}_{1}, \ldots, \mathbf{G}_{N}$ already are not too far from an "old" centroid $\mathbf{C}_{0}$. Using the invariance of the geodesic distance under the action of $S L_{n}(\mathbb{C})$, one can reduce to the case $\mathbf{C}_{0}=\mathbf{I}_{n}$. Then if $\mathbf{L}_{i}$ is the tangent vector at $\mathbf{I}_{n}$ to the geodesic segment ending at $\mathbf{G}_{i}$, so that $\mathbf{L}_{i}=\log \left(\mathbf{G}_{i}\right)$, the gradient at $\mathbf{I}_{n}$ of the function $\mathbf{C} \mapsto d_{\text {geod }}\left(\mathbf{C}, \mathbf{G}_{1}\right)^{2}+\ldots+d_{\text {geod }}\left(\mathbf{C}, \mathbf{G}_{N}\right)^{2}$ is proportional to $\mathbf{L}=\mathbf{L}_{1}+\ldots+\mathbf{L}_{N}$. It is thus natural to take for $\mathbf{C}$ the endpoint of the geodesic with tangent vector $\frac{1}{N} \mathbf{L}$, that is

$$
\begin{equation*}
\mathbf{C}=\exp \left(\frac{1}{N}\left(\log \mathbf{G}_{1}+\ldots+\log \mathbf{G}_{N}\right)\right) \tag{5.11}
\end{equation*}
$$

Figure 5.5 illustrates an example to update the old centroid $\mathbf{C}_{0}$ knowing the different elements $\mathbf{G}_{1}, \ldots, \mathbf{G}_{N}$ that are associated to $\mathbf{C}_{0}$.
One can check easily that if $N=1$, or if $N=2$ and $\mathbf{C}_{0}$ already lies on the unique geodesic passing through $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$, then this approximate $\mathbf{C}$ is the exact $\mathbf{C}$ that minimizes the sum of the squared distances.

The next subsection presents the Euclidean distance (or Frobenius distance) which could be used as a metric for MIMO classification.

### 5.4.3 Frobenius distance for MIMO classification

## - Frobenius distance for Hermitian matrices

From a computational point of view, a drawback with the mathematical constructions used for geodesic distance, is that they require to diagonalize some of the matrices involved, which can be heavily time-consuming. A computationally lighter alternative is then to consider the space of positive definite Hermitian matrices with determinant 1 as a subset of the affine space of all Hermitian matrices, and to use the distance and the averaging process coming from this affine structure. More precisely, this amounts to replacing the geodesic distance $d_{\text {geod }}$ with the Frobenius distance

$$
\begin{equation*}
d_{\mathrm{Frob}}\left(\mathbf{G}_{1}, \mathbf{G}_{2}\right)=\left(\sum_{1 \leq i, j \leq n}\left|\left(\mathbf{G}_{1}-\mathbf{G}_{2}\right)_{i j}\right|^{2}\right)^{1 / 2} \tag{5.12}
\end{equation*}
$$

## - Centroid update in generalized Lloyd for Hermitian forms

When Frobenius distance is considered for the classification algorithm, we proceed as follows to update the centroids at the end of each Lloyd algorithm step. We define the linear average of $\mathbf{G}_{1}, \ldots, \mathbf{G}_{N}$ as

$$
\tilde{\mathbf{C}}=\frac{1}{N}\left(\mathbf{G}_{1}+\ldots+\mathbf{G}_{N}\right)
$$

and then we construct the new centroid as by applying the normalization

$$
\begin{equation*}
\mathbf{C}=(\operatorname{det}(\tilde{\mathbf{C}}))^{-1 / n} \tilde{\mathbf{C}} \tag{5.13}
\end{equation*}
$$

### 5.4.4 Summary

The algorithm 3 illustrates the different steps of MIMO channels classification to generate the centroids $\mathbf{C}_{1}, \mathbf{C}_{2}, \ldots, \mathbf{C}_{K}$ of the different $K$ classes. This algorithm is valid for any selected metric to compute the distance between two Hermitian forms. The Lloyd algorithm mentioned in algorithm 3 is described in algorithm 4.
In our study, we choose two metrics, namely geodesic and Frobenius distances. Thus, the distance, $\operatorname{dist}\left(\mathbf{C}_{k}^{i t e r}, \mathbf{G}_{i}\right)$, in the algorithm 4 is computed as (5.12) if Frobenius distance is selected and as (5.10) if geodesic distance is the chosen metric. Also, the centroid update after $k$ Lloyd iterations in algorithm 4 is determined as given in (5.13) if Frobenius distance, otherwise as (5.11) if geodesic distance is considered. Notice that the normalization of the centroid $\mathbf{C}_{k}^{\text {iter }+1}$ in algorithm 4 is required only when selecting Frobenius distance. It is easy to check that the centroid update rule proposed for geodesic distance keeps $\operatorname{det}\left(\mathbf{C}_{k}^{i t e r+1}\right)=1$.

The design of a quantizer for $S U(n) \backslash S L_{n}(\mathbb{C})$ via the different distances (e.g. geodesic or Frobenius) and these different centroids averaging processes should be tuned to the specific target application.

### 5.5 Lattice classification

In the previous section, we classified MIMO channels which correspond to finite subsets of lattices. In this section, we will extend this classification to lattices.

```
input : Data samples {\mp@subsup{\mathbf{H}}{1}{},\mp@subsup{\mathbf{H}}{2}{},\ldots,\mp@subsup{\mathbf{H}}{M}{}}\mathrm{ , where }M>>1\mathrm{ and }\mp@subsup{\mathbf{H}}{i}{}\in\mp@subsup{\mathbb{C}}{}{n\timesn}
output: Centroids defined by their Hermitian forms {\mp@subsup{\mathbf{C}}{1}{},\mp@subsup{\mathbf{C}}{2}{},\ldots,\mp@subsup{\mathbf{C}}{K}{}}\mathrm{ , where}
        det(\mp@subsup{C}{i}{})=1
    for i=1 to M do
        compute normalized Hermitian form }\mp@subsup{\mathbf{G}}{i}{}=\frac{1}{\sqrt{n}{\operatorname{det}(\mp@subsup{\mathbf{H}}{i}{}+\mp@subsup{\mathbf{H}}{i}{\prime})}}\mp@subsup{\mathbf{H}}{i}{\dagger}\mp@subsup{\mathbf{H}}{i}{}
end
Build an initial codebook of Hermitian forms {}{\mp@subsup{\mathbf{C}}{1}{0},\mp@subsup{\mathbf{C}}{2}{0},\ldots,\mp@subsup{\mathbf{C}}{K}{0}}\mathrm{ , where }\operatorname{det}(\mp@subsup{\mathbf{C}}{i}{0})=1
Apply Generalized Lloyd Algorithm procedure GEN_LLOYD();
return;
```

Algorithm 3: Classification algorithm for $n \times n$ MIMO channels.

```
input: \(\left(\mathbf{G}_{i}\right),\left(\mathbf{C}_{i}^{0}\right)\), maxIter , \(K, M, \operatorname{dist}()\), updateCentroid()
output: \(\left(\mathrm{C}_{i}\right)\)
for iter \(=1\) to maxIter do
    \(M S E_{\text {iter }}=0\);
    for \(i=1\) to \(M\) do
            \(d=M A X D B L ;\)
            for \(k=1\) to \(K\) do
                Compute \(d_{k}=\operatorname{dist}\left(\mathbf{C}_{k}^{i t e r}, \mathbf{G}_{i}\right)\);
                if \(d \geq d_{k}\) then
                    \(d=d_{k} ;\)
                    \(k_{\text {min }}=k ;\)
            end
            end
            Assign \(\mathbf{G}_{i}\) to the centroid \(\mathbf{C}_{k_{\text {min }}}^{\text {iter }}\);
            \(M S E_{\text {iter }}+=d_{k_{\text {min }}}\);
    end
    if \(M S E_{\text {iter }}==M S E_{\text {iter }-1}\) then
            return;
    end
    else
            for \(k=1\) to \(K\) do
            \(\mathbf{C}_{k}^{\text {iter }+1}=\) updateCentroid \(\left(\mathbf{G}_{i_{k}}\right)\), where \(\mathbf{G}_{i_{k}} \in \operatorname{Class}\left(\mathbf{C}_{k}^{\text {iter }+1}\right)\);
                    Normalize \(\mathbf{C}_{k}^{\text {iter }+1}\) so that \(\operatorname{det}\left(\mathbf{C}_{k}^{i t e r+1}\right)=1\);
            end
    end
end
```

Algorithm 4: Procedure GEN_LLOYD().

### 5.5.1 Lattice classification algorithm

Recall that a $n$-dimensional complex lattice $\Lambda$ over $\mathbb{Z}[i]$ is defined by

$$
\Lambda=\left\{\mathbf{x}=\mathbf{H z} \in \mathbb{C}^{n} ; \mathbf{z} \in \mathbb{Z}[i]^{n}\right\}
$$

The columns $\mathbf{h}_{i, i}=1, \ldots, n$ of the matrix $\mathbf{H}$ form a complex basis for $\Lambda$. In contrast to the last chapters dealing with lattices, the above definition assumes a column notation for matrices and vectors. Therefore, the reader should adapt the definitions given especially in chapter 2 to the current notation.

In chapter 2, section 2.1.1, it has been defined that two matrices in $S L_{n}(\mathbb{C})$ span the same lattice $\Lambda$ over $\mathbb{Z}[i]$ if and only if they differ by a right multiplication of an element in $S L_{n}(\mathbb{Z}[i])$. In other words, let $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ be two bases for $\Lambda$; they are related by

$$
\mathbf{H}_{2}=\mathbf{H}_{1} \mathbf{P}
$$

where $\mathbf{P} \in S L_{n}(\mathbb{Z}[i])$ denotes an unimodular matrix.
Thus the set of equivalence classes of unimodular lattices, defined in chapter 2 section 2.1.1), over the ring of Gaussian integers is represented by the quotient set

$$
S L_{n}(\mathbb{C}) / S L_{n}(\mathbb{Z}[i])
$$

Using the action of $\operatorname{SU}(n)$ on the quotient set $S L_{n}(\mathbb{C}) / S L_{n}(\mathbb{Z}[i])$ given by a left multiplication leads to the double quotient space

$$
S U(n) \backslash S L_{n}(\mathbb{C}) / S L_{n}(\mathbb{Z}[i]),
$$

whose elements are double cosets of the form

$$
[\mathbf{H}]=S U(n) \cdot \mathbf{H} \cdot S L_{n}(\mathbb{Z}[i])
$$

Notice that if row notation is chosen, then $S L_{n}(\mathbb{Z}[i])$ would have acted by a left multiplication and $S U(n)$ by a right multiplication, and the quotient set becomes $S L_{n}(\mathbb{Z}[i]) \backslash S L_{n}(\mathbb{C}) / S U(n)$.

The classification problem that was treated in section 5.4.1 for $\operatorname{SU}(n) \backslash S L_{n}(\mathbb{C})$ could also be carried out for $S U(n) \backslash S L_{n}(\mathbb{C}) / S L_{n}(\mathbb{Z}[i])$ with the same techniques, although some additional tools are needed.

Remember that a lattice $\Lambda$ has many bases. The most common of them are the reduced bases that are used for many applications thanks to their 'nice' properties (section 2.1.3). Any matrix $\mathbf{H} \in S L_{n}(\mathbb{C})$ generating a lattice $\Lambda$ is related to a reduced basis $\mathbf{H}_{\text {red }}$ by

$$
\mathbf{H}=\mathbf{H}_{r e d} \mathbf{P}_{r e d}
$$

Since the basis change does not alter the lattice, a lattice $\Lambda$ could be identified by its reduced basis. Therefore, the classification of lattices is equivalent to classify the MIMO channels with their reduced form. Then, we can apply the techniques described in the previous section to classify lattices.
It is clear that the action of $S L_{n}(\mathbb{Z}[i])$ on $S U(n) \backslash S L_{n}(\mathbb{C})$ reduces the number of MIMO channel
representatives.
To find the reduced basis associated to a given lattice basis, several reduction algorithms were proposed (see section 2.1.3). In this work, we choose the lowest complexity algorithm to determine $\mathbf{H}_{\text {red }}$ : the LLL algorithm [14]. As indicated in section 2.1.3.3, the LLL algorithm does not guarantee to find the shortest lattice vector satisfying the Minkowski criteria that are given in section 2.1.3.1. However, it guarantees in polynomial time to find a vector within a factor of the shortest vector.
The classification algorithm for lattices is similar for MIMO channels (algorithm 3) with small change to obtain the reduced bases. This leads to algorithm 5.

```
    input : Data samples \(\left\{\mathbf{H}_{1}, \mathbf{H}_{2}, \ldots, \mathbf{H}_{M}\right\}\), where \(M \gg 1\) and \(\mathbf{H}_{i} \in \mathbb{C}^{n \times n}\)
    output: Centroids defined by their Hermitian forms \(\left\{\mathbf{C}_{1}, \mathbf{C}_{2}, \ldots, \mathbf{C}_{K}\right\}\), where
        \(\operatorname{det}\left(\mathbf{C}_{i}\right)=1\)
    for \(i=1\) to \(M\) do
        Apply the chosen reduction algorithm on the bases \(\mathbf{H}_{1}, \mathbf{H}_{2}, \ldots, \mathbf{H}_{M}\) to produce
        a reduced basis \(\mathbf{H}_{1}^{\text {red }}, \mathbf{H}_{2}^{\text {red }}, \ldots, \mathbf{H}_{M}^{\text {red } ;}\)
        compute normalized Hermitian form \(\mathbf{G}_{i}=\frac{1}{\left.\sqrt[n]{\operatorname{det}\left(\mathbf{H}_{i}^{\text {eed }}{ }^{\text {ed }}\right.} \mathbf{H}_{i}\right)} \mathbf{H}_{i}^{\text {red }} \mathbf{H}_{i}^{\text {red }}\);
    end
    Build an initial codebook of Hermitian forms \(\left\{\mathbf{C}_{1}^{0}, \mathbf{C}_{2}^{0}, \ldots, \mathbf{C}_{K}^{0}\right\}\), where \(\operatorname{det}\left(\mathbf{C}_{i}^{0}\right)=1\)
    and \(\mathbf{C}_{i}^{0}\) is the Gram matrix of a reduced basis;
5.6 Apply Generalized Lloyd Algorithm procedure GEN_LLOYD_LATTICE();
5.7 return;
```

Algorithm 5: Classification algorithm for $n$-dimensional complex lattices.
The LLL algorithm applied for complex lattices will be given in the next subsection.

### 5.5.2 LLL algorithm for complex bases

As outlined previously, the $n$-dimensional complex lattice $\Lambda$ associated to the channel matrix $\mathbf{H}$ is defined by

$$
\Lambda=\left\{\mathbf{x}=\mathbf{H z} \in \mathbb{C}^{n} ; \mathbf{z} \in \mathbb{Z}[i]^{n}\right\}
$$

where the columns $\mathbf{h}_{i, i} i=1, \ldots, n$ of the matrix $\mathbf{H}$ form a complex basis for $\Lambda$. The complex basis $\left(\mathbf{h}_{i}\right)_{1 \leq i \leq n}$ is LLL-reduced if [23]

$$
\left\{\begin{array}{l}
\mathfrak{R}\left(\mu_{i, j}\right) \leq 0.5,1 \leq j<i \leq n  \tag{5.14}\\
\mathfrak{R}\left(\mu_{i, j}\right) \leq 0.5,1 \leq j<i \leq n \\
\left(\delta-\left|\mu_{i+1, i}\right|^{2}\right)\left\|\mathbf{h}_{i}^{*}\right\|^{2} \leq\left\|\mathbf{h}_{i+1}^{*}\right\|^{2}, 1 \leq i<n \text { and } 1 / 2 \leq \delta \leq 1
\end{array}\right.
$$

The set of orthogonal vectors $\left\{\mathbf{h}_{i}^{*}\right\}_{1 \leq i \leq n}$ span the same space as $\left\{\mathbf{h}_{i}\right\}_{1 \leq i \leq n}$. They are generated using the Gram-Schmidt orthogonalization procedure as (see section 2.1.3.3)

$$
\begin{equation*}
\mathbf{h}_{i}^{*}=\mathbf{h}_{i}-\sum_{j=1}^{i-1} \mu_{i j} \mathbf{h}_{j^{*}}, 1 \leq i \leq n \tag{5.15}
\end{equation*}
$$

```
input: \(\left(\mathbf{G}_{i}\right),\left(\mathbf{C}_{i}^{0}\right)\), maxIter \(, K, M, \operatorname{dist}()\), updateCentroid()
output: \(\left(\mathrm{C}_{i}\right)\)
for iter \(=1\) to maxIter do
    \(M S E_{\text {iter }}=0\);
    for \(i=1\) to \(M\) do
        \(d=M A X D B L ;\)
        for \(k=1\) to \(K\) do
            Compute \(d_{k}=\operatorname{dist}\left(\mathbf{C}_{k}^{\text {iter }}, \mathbf{G}_{i}\right) ;\)
            if \(d \geq d_{k}\) then
                    \(d=d_{k} ;\)
                \(k_{\text {min }}=k ;\)
            end
            end
            Assign \(\mathbf{G}_{i}\) to the centroid \(\mathbf{C}_{k_{\text {min }}}^{\text {iter }}\);
            \(M S E_{\text {iter }}+=d_{k_{\text {min }}} ;\)
    end
    if \(M S E_{i t e r}==M S E_{i t e r-1}\) then
        return;
    end
    else
        for \(k=1\) to \(K\) do
            \(\mathbf{C}_{k}^{i t e r+1}=\) updateCentroid \(\left(\mathbf{G}_{i_{k}}\right)\), where \(\mathbf{G}_{i_{k}} \in \operatorname{Class}\left(\mathbf{C}_{k}^{i t e r+1}\right)\);
            Construct the reduced Hermitian form associated to \(\mathbf{C}_{k}^{i t e r+1}\) by
            evaluating an associated basis. This can be achieved by extracting the
            square root of \(\mathbf{C}_{k}^{\text {iter }+1}\) as in (5.9) or by applying the Cholesky
            decomposition. Then, apply the reduced algorithm on the computed
            basis \(\mathbf{H}^{\text {red }}\);
            Compute the Hermitian form \(\mathbf{G}^{\text {red }}=\mathbf{H}^{\text {red }} \mathbf{H}^{\text {red }}\) and normalize \(\mathbf{G}^{\text {red }}\)
            \(\left(\operatorname{det}\left(\mathbf{G}^{\text {red }}\right)=1\right)\), the new centroid is then \(\mathbf{C}_{k}^{\text {iter }+1} \leftarrow \mathbf{G}^{\text {red }}\);
        end
    end
end
```

Algorithm 6: Procedure GEN_LLOYD_LATTICE().

The Gram-Schmidt coefficient $\mu_{i j}$ is equal to

$$
\mu_{i j}=\frac{\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle}{\left|\mathbf{b}_{j}^{*}\right|^{2}}
$$

where $\langle x, y\rangle$ stands for the Hermitian inner product between $x$ and $y$.

In algorithm 7, we present the LLL algorithm to reduce the bases of complex vectors. When the rank of the channel is equal to 2 and $\delta=1$, the LLL algorithm reduces to the optimal reduction algorithm, i.e. the Minkowski reduction. More orthogonal reduced bases can be obtained by increasing $\delta$ to one. However, this may increase the number of iterations required.

The evaluation of the proposed classification performance is achieved based on numerical results. The next section illustrates some simulation results to validate the classification algorithm.

### 5.6 Numerical results

The reader could notice that the described classification algorithm does not depend on the channel model (e.g. PDF of the channel matrix coefficients, channel correlation, etc). For numerical results, we consider both cases:

- The first one corresponds to the simple case where channel coefficients are uncorrelated.
- The second one focuses on channels whose coefficients present a spatial correlation due to the proximity of transmit or/and receive antennas. The correlation model that is adopted in our simulations is given by[41]

$$
\begin{equation*}
\mathbf{H}=\mathbf{R}_{r} \cdot \mathbf{H}_{w} \cdot \mathbf{R}_{t} \tag{5.16}
\end{equation*}
$$

where $\mathbf{H}_{w}$ is an $n_{r} \times n_{t}$ matrix of iid complex Gaussian random variables with zero mean and unit variance. The matrices $\mathbf{R}_{r} \in \mathbb{C}^{n_{r} \times n_{r}}$ and $\mathbf{R}_{t} \in \mathbb{C}^{n_{t} \times n_{t}}$ are the correlation matrices at the receiver and the transmitter, respectively. Both $\mathbf{R}_{r}$ and $\mathbf{R}_{t}$ are positive semi-definite Hermitian matrices. Generally, the coefficients $\left\{r_{i j}\right\}_{i, j}$ of both correlation matrices satisfy [41]

$$
r_{i j}= \begin{cases}\gamma^{j-i} & i \leq j \\ \overline{r_{j i}} & i>j\end{cases}
$$

where $\gamma=\gamma_{0} e^{j \theta}$ with $|\gamma| \leq 1$, and $\bar{x}$ denotes the conjugate of $x$. In our study, we consider the simple case where $\theta=0$. The matrices $\mathbf{R}_{r}$ and $\mathbf{R}_{t}$ are equal to

$$
\mathbf{R}_{r}=\left[\begin{array}{llll}
1 & \alpha & \cdots & \alpha^{n-1} \\
\alpha & 1 & \cdots & \alpha^{n-2} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha^{n-1} & \cdots & \alpha & 1
\end{array}\right] \quad \mathbf{R}_{t}=\left[\begin{array}{llll}
1 & \beta & \cdots & \beta^{n-1} \\
\beta & 1 & \cdots & \beta^{n-2} \\
\vdots & \vdots & \ddots & \vdots \\
\beta^{n-1} & \cdots & \beta & 1
\end{array}\right]
$$

```
input : a basis \(\left\{\mathbf{h}_{1}, \mathbf{h}_{2}, \ldots, \mathbf{h}_{n}\right\}\) for a lattice \(\Lambda\) in \(C^{n}\)
output: a reduced basis for \(\Lambda\)
    \(\mathbf{h}_{1}^{*} \leftarrow \mathbf{h}_{1}, B_{1}=\left\langle\mathbf{h}_{1}, \mathbf{h}_{1}\right\rangle ;\)
    for \(i=2\) to \(n\) do
        \(\mathbf{h}_{i}^{*} \leftarrow \mathbf{h}_{i} ;\)
        for \(j=1\) to \(i-1\) do
            \(\mu_{i j} \leftarrow\left\langle\mathbf{h}_{i}, \mathbf{h}_{j}^{*}\right\rangle / B_{j}\) and \(\mathbf{h}_{i}^{*} \leftarrow \mathbf{h}_{i}^{*}-\mu_{i j} \mathbf{h}_{j}^{*} ;\)
        end
        \(B_{i}=\left\langle\mathbf{h}_{i}^{*}, \mathbf{h}_{i}^{*}\right\rangle ;\)
    end
    \(k \leftarrow 2\);
    while \(k \leq n\) do
        for \(l=k-1\) to 1 do
            \(R E D(k, l) ;\)
        end
        \(B \leftarrow\left\langle\mathbf{h}_{k}, \mathbf{h}_{k}\right\rangle, i \leftarrow 1\);
        while \(i \leq k-1\) do
            if \(\delta B_{i} \leq B\) then
                    \(B \leftarrow B-\mu_{k, i}^{2} B_{i}, i \leftarrow i+1 ;\)
            end
            else
                INSERT(k,i);
                if \(i \leq 2\) then
                    \(k \leftarrow i-1, B \leftarrow\left\langle\mathbf{h}_{k}, \mathbf{h}_{k}\right\rangle, i \leftarrow 1 ;\)
                    end
                    else
                    \(k \leftarrow 1 ;\)
            end
            end
        end
        \(k \leftarrow k+1 ;\)
    end
    7.31 return \(\left\{\mathbf{h}_{1}, \mathbf{h}_{2}, \ldots, \mathbf{h}_{n}\right\}\);
```

Algorithm 7: LLL lattice basis reduction algorithm.

```
if \(\mathfrak{R}\left(\mu_{k, l}\right) \geq 1 / 2\) or \(\mathfrak{J}\left(\mu_{k, l}\right) \geq 1 / 2\) then
    \(\left.\mathbf{h}_{k} \leftarrow \mathbf{h}_{k}-\left\lfloor\mu_{k, l} \mathbf{h}_{l}\right\rceil\right] ;\)
    for \(j=1\) to \(l-1\) do
        \(\mu_{k, j} \leftarrow \mu_{k, j}-\left\lfloor\mu_{k, l}\right\rceil \mu_{l, j} ;\)
        end
        \(\mu_{k, l} \leftarrow \mu_{k, l}-\left\lfloor\mu_{k, l}\right\rceil ;\)
end
```

Algorithm 8: Procedure RED( $k, 1$ ).

```
\(\mathbf{h} \leftarrow \mathbf{h}_{k} ;\)
for \(j=k-1\) downto \(i+1\) do
    \(\mathbf{h}_{j} \leftarrow \mathbf{h}_{j-1} ;\)
end
\(\mathbf{h}_{i} \leftarrow \mathbf{h}\);
```

Algorithm 9: Procedure INSERT( $k, i$ ).

Note that $\mathbf{H}_{w}$ is a full rank matrix. In the presence of receive or transmit correlation, the rank of the channel matrix $\mathbf{H}$ is constrained by $\min \left(\operatorname{rank}\left(\mathbf{R}_{r}\right), \operatorname{rank}\left(\mathbf{R}_{t}\right)\right)$.

We consider both channel models: with uncorrelated/correlated coefficients before doing the determinant normalization. Our numerical results on MIMO classification are obtained via a generalized Lloyd similar to the one-dimensional Lloyd [36]:

1. Build an initial codebook with $K$ elements chosen randomly.
2. Assign each data sample to its nearest centroid (according to the chosen metric or distance).
3. Update the centroid of class $i$ based on the $N_{i}$ data samples belonging to this class, for $i=1, \ldots, K$. These are the new $K$ centroids.
4. Go back to step 2 during $n_{L}$ iterations.

We distinguish two scenarios. The first one chooses one channel model (correlated or uncorrelated) for all channel samples. The second considers both models (correlated and uncorrelated) for channel samples with equal proportions, i.e. half of them satisfy the uncorrelated model and the others satisfy the correlated model.

As mentioned in section 5.1, any quantization process introduces a distortion for the original data. This distortion depends essentially on the adopted metric and also on the codebook size. For the MIMO classification, that consists in quantizing Hermitian forms given by their associated matrices, the codebook size should depend on the dimension of the Hermitian forms space. That is, a good quantization which represents the original data requires a codebook size of order $\exp \left(c \cdot n^{2}\right)$, where $n$ is the dimension of the Hermitian forms space and $c>0$ is a non zero positive integer. For example, if $n=2$ (i.e. $2 \times 2 \mathrm{MIMO}$ systems), an acceptable quantization could be achieved with a codebook equal at least to $K=16$. Therefore, one octet could be sufficient to quantize the 2 -dimensional space. When $n=4$ (i.e. $4 \times 4 \mathrm{MIMO}$ systems), at least $K=65536$ centroids are needed, which is a high number. Two octets at least are necessary to quantize the 4-dimensional space.
For simulations, we apply the Lloyd algorithm (algorithm 3 or 5) for $K=32$ and $K=256,1024$ when $n=2$ and $n=4$ respectively.
Another parameter that could impact the codebook size is the channel coefficients distribution. Indeed, for uncorrelated channel matrix, the degree of freedom (i.e. the number of values which are freely available) is higher than the one for the correlated model case. Therefore, the uncorrelated model requires more centroids than the correlated one to represent the MIMO channels.

The following subsections illustrate some numerical results to evaluate the classification algorithm for MIMO channels. First, we focus on the generated centroids and their associated classes. Second, we outline the resemblance between any channel and its corresponding centroid by using Voronoi regions and error rates.

### 5.6.1 Centroid orbits

To observe the repartition of the centroids in the space of Hermitian forms, $S U(n) \backslash S L_{n}(\mathbb{C})$, we evaluate the distance between each centroid and the identity element of this space, i.e. the identity matrix $\mathbf{I}_{n}$. This distance is computed using equation (5.10) when geodesic metric is adopted and (5.12) when Frobenius metric is chosen.

The set of centroids lying at the same distance from the identity matrix is called orbit. Figures 5.6-5.14 show the geodesic and Frobenius orbits of centroids after $n_{L}$ Lloyd iterations on $M=10^{6}$ Hermitian form samples for different scenarios. Each figure illustrates:

1. The origin that represents the identity matrix, $\mathbf{I}_{n}$.
2. A square symbol that represents a centroid $\mathbf{G}_{c}$ placed on a circle of radius equal to its distance from the identity

$$
\begin{aligned}
& d_{g e o}\left(\mathbf{I}_{n}, \mathbf{G}_{c}\right)=\sqrt{\sum_{i=1}^{n} \log \left(\lambda_{i}\right)^{2}}, \text { in case of geodesic distance } \\
& d_{l i n}\left(\mathbf{I}_{n}, \mathbf{G}_{c}\right)=\sqrt{\sum_{i=1}^{n}\left(\lambda_{i}-1\right)^{2}}, \text { in case of Frobenius distance }
\end{aligned}
$$

where $\lambda_{i}, i=1, \ldots, n$ are the eigenvalues of the centroid $\mathbf{G}_{\mathbf{c}}$.
3. The angles, $\alpha\left(\mathbf{G}_{c}\right)$, that surround the different centroids and are proportional to the size of their classes, that is

$$
\alpha\left(\mathbf{G}_{c}\right)=2 \pi \frac{\operatorname{card}\left(\mathbf{G}_{c}\right)}{\sum_{1 \leq i \leq K} \operatorname{card}\left(\mathbf{G}_{c_{i}}\right)} \text {, where }\left\{\mathbf{G}_{c_{i}}\right\}_{1 \leq i \leq K} \text { are the centroids. }
$$

For some values of $K$ considered as small, the codebook is spherical in the geodesic representation and classes are equiprobable if Lloyd reaches a steady state at large $n_{\mathrm{L}}$. Clearly, when $K$ is high, the codebook includes many orbits. Some singular orbits may correspond to rare Hermitian forms or to a non convergence state of Lloyd algorithm.

The analysis of the different scenarios depicted on Figs. 5.6-5.14 is illustrated in the following sections for MIMO channels and lattices.

### 5.6.1.1 Case of MIMO channels

- 2-dimensional case

For uncorrelated model, both geodesic and Frobenius metrics in Fig. 5.6 lead essentially to two orbits around the origin. For $K=32$, the repartition of centroids in both orbits is less balanced for geodesic than Frobenius distance. For correlated model in Fig. 5.7, there are more orbits for both distances. The size of different classes is almost equal for geodesic distance, whereas a large class contains almost half of data samples for Frobenius distance. Comparing both models, one can deduce that more centroids are required for the uncorrelated model than for the correlated model as expected previously.

- 4-dimensional case


Figure 5.6: MIMO classification: Geodesic (on the left) and Frobenius (on the right) orbits for $n=2$ antennas, uncorrelated model, $K=32$ classes, $n_{L}=120$ Lloyd iterations.

For $K=256$ and uncorrelated channels, the application of Lloyd algorithm using the geodesic metric generates $K$ centroids with almost equal eigenvalues, since all centroids belong to the same orbit in Fig. 5.8. A second orbit appears when increasing the codebook size, $K=1024$, with a few number of centroids. For the second metric, Fig. 5.9 illustrates two distinct orbits for $K=256$ and more for $K=1024$. One can believe that $K=1024$ is insufficient to quantize the Hermitian forms in the 4-dimensional space.

For correlated model, more orbits are obtained for $K=256$ in Fig. 5.10 for both metrics. As for $n=2$, we can deduce that more centroids are needed for uncorrelated model. For Frobenius distance, it is noticed that the difference between the classes size is more significant for $n=4$. While the distribution of classes size is almost uniform for the geodesic distance.

To go further in the comparison of both metrics, we consider the classification of mixed channel models. We generate correlated and uncorrelated data samples with equal proportions, and we apply the classification algorithm to a small codebook, $K=32$, to generate the centroids for both metrics. Figure 5.11 illustrates simulation results for both geodesic and Frobenius distances. We distinguish essentially two orbits for both metrics but with different centroid distributions. The nearest orbit to the origin contains the centroids associated to the uncorrelated model channels, whereas the second orbit consists of centroids which correspond to correlated model channels. Frobenius distance generates only one centroid for correlated channels with the highest class size comparing to the uncorrelated centroids. However, geodesic distance shares out almost fairly (in class size) the codebook between correlated and uncorrelated models.

## - Conclusions

As conclusions, it seems that geodesic distance is less sensitive to channel distribution than Frobenius distance. Indeed, the above results focusing on centroid orbits show that the distribution of classes population with geodesic metric is quasi uniform for both cases: correlated and uncorrelated models. However, the classification with Frobenius distance leads to a dise-


Figure 5.7: MIMO classification : Geodesic (on the left) and Frobenius (on the right) orbits for $n=2$ antennas, correlated model, $K=32$ classes, $n_{L}=120$ Lloyd iterations.


Figure 5.8: MIMO classification : Geodesic orbits for $n=4$ antennas, uncorrelated model, $K=256$ (on the left), $K=1024$ (on the right) classes, $n_{L}=120$ Lloyd iterations.


Figure 5.9: MIMO classification : Frobenius orbits for $n=4$ antennas, uncorrelated model, $K=256$ (on the left), $K=1024$ (on the right) classes, $n_{L}=120$ Lloyd iterations.


Figure 5.10: MIMO classification : Geodesic (on the left) and Frobenius (on the right) orbits for $n=4$ antennas, correlated model, $K=256$ classes, $n_{L}=120$ Lloyd iterations.


Figure 5.11: MIMO classification : Geodesic (on the left) and Frobenius (on the right) orbits for $n=4$ antennas, correlated \& uncorrelated models, $K=32$ classes, $n_{L}=120$ Lloyd iterations.
quilibrium between classes size for correlated model; whereas a uniform distribution is shown for uncorrelated model.

By considering the diagonalization of the centroid $\mathbf{G}_{c}=\mathbf{U D U}^{\dagger}$, where $\mathbf{D}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $\mathbf{U} \in \operatorname{SU}(n)$, and the fact that all centroids have almost the same eigenvalues $\lambda_{i}$ for the geodesic distance and $n=4$, one can deduce that this metric starts by quantizing the unitary matrix $\mathbf{U}$. When $K$ is high, the quantization of both $\mathbf{U}$ and $\mathbf{D}$ should be noticed by distinguishing the different orbits. In this work, we limit $K$ to $1024=2^{10}$ since most of wireless applications require a few number of bits to quantize channels.

### 5.6.1.2 Case of lattices

We apply the classification algorithm extended to lattices (algorithm 5) and we expose in this section the simulation results for three scenarios: $(n=2, K=32),(n=4, K=256)$, and ( $n=4, K=1024$ ). Figures 5.12, 5.13, and 5.14 illustrate the centroid orbits for in case of lattices associated to uncorrelated model for geodesic and Frobenius metrics. It is clear that there are more orbits in this case than for the previous case of MIMO channels. Therefore, we can deduce that lattices classification requires less centroids as representatives. This result can be observed intuitively since the degrees of freedom for lattices is lower comparing to MIMO channels: two distinct channels could represent the same lattice and the reciprocal is not correct.

### 5.6.2 Classification validation

In this section, we focus only on the proposed geodesic metric to validate our classification algorithm. Using this metric, we compare some channel parameters to those of their associated centroids. These parameters are: Voronoi regions and error rate.

### 5.6.2.1 Validation based on Voronoi regions

Let $\Lambda_{\mathbf{Q}}$ and $\Lambda_{\mathbf{G}}$ be two lattices. This criterion consists in comparing the shape of the Voronoi regions $\mathcal{V}_{\mathbf{Q}}$ and $\mathcal{V}_{\mathrm{G}}$ associated to $\Lambda_{\mathbf{Q}}$ and $\Lambda_{\mathrm{G}}$, respectively. To do this, we proceed as follows:


Figure 5.12: Lattices classification : Geodesic (on the left) and Frobenius (on the right) orbits for $n=2$ antennas, uncorrelated model, $K=32$ classes, $n_{L}=120$ Lloyd iterations.


Figure 5.13: Lattices classification : Geodesic orbits for $n=4$ antennas, uncorrelated model, $K=256$ (on the left) , $K=1024$ (on the right) classes, $n_{L}=120$ Lloyd iterations.


Figure 5.14: Lattices classification: Frobenius orbits for $n=4$ antennas, uncorrelated model, $K=256$ classes, $n_{L}=120$ Lloyd iterations.

1. Step 1: Normalize the fundamental volume of $\Lambda_{\mathrm{Q}}$ and $\Lambda_{\mathrm{G}}$ to avoid the scaling factor as assumed in section 5.2.1. This implies $\operatorname{Vol}\left(\mathcal{V}_{\mathbf{Q}}\right)=\operatorname{Vol}\left(\mathcal{V}_{\mathbf{G}}\right)=1$.
2. Step 2: Evaluate the intersection between $\mathcal{V}_{\mathrm{Q}}$ and $\mathcal{V}_{\mathrm{G}}$.

To perform Step 2, we define the function $I_{\mathcal{V}}$, associated to the Voronoi region $\mathcal{V}$, as follows:

$$
\begin{align*}
I_{\mathcal{V}}: \mathbb{R}^{2 n} & \rightarrow \mathbb{R} \\
\mathbf{x} & \rightarrow 1 \text { if } \mathbf{x} \in \mathcal{V} \text { and } 0 \text { otherwise } \tag{5.17}
\end{align*}
$$

Therefore, Step 1 leads to

$$
\int_{\mathbb{R}^{2 n}} I_{\mathcal{V}_{\mathrm{Q}}}(\mathbf{x}) d \mathbf{x}=\int_{\mathbb{R}^{2 n}} I_{\mathcal{V}_{\mathbf{G}}}(\mathbf{x}) d \mathbf{x}=1
$$

The figure of merit defined by

$$
\begin{equation*}
\mu(\mathbf{Q}, \mathbf{G})=\int_{\mathbb{R}^{2 n}} I_{\mathcal{V}_{\mathbf{Q}}}(\mathbf{x}) I_{\mathcal{V}_{\mathbf{G}}}(\mathbf{x}) d \mathbf{x} \tag{5.18}
\end{equation*}
$$

gives the intersection between $\mathcal{V}_{\mathrm{Q}}$ and $\mathcal{V}_{\mathrm{G}}$. Given the definition (5.17), it is clear that $\mu(\mathbf{Q}, \mathbf{G}) \in[0,1]$ (providing that $\forall \mathbf{x} \in \mathbb{R}^{2 n}, 0 \leq I_{\mathcal{V}_{\mathbf{Q}}}(\mathbf{x}) I_{\mathcal{V}_{\mathbf{G}}}(\mathbf{x}) \leq I_{\mathcal{V}_{\mathbf{Q}}}(\mathbf{x})$ ). The Voronoi regions $\mathcal{V}_{\mathbf{Q}}$ and $\mathcal{V}_{\mathbf{G}}$ are geometrically close if their associated $\mu(\mathbf{Q}, \mathbf{G})$ is near to 1 .

The evaluation of $\mu(\mathbf{Q}, \mathbf{G})$ requires the knowledge of $\mathcal{V}(\mathbf{Q})$ and $\mathcal{V}(\mathbf{G})$. Several solutions are proposed in the literature to define the Voronoi regions of particular lattices [15], [62]. Nevertheless, the determination of Voronoi regions for random lattices is still an open problem.

Recall that the goal of this section is to compare the MIMO channel $\mathbf{H}$ to its associated centroid via their Voronoi regions. This comparison consists in evaluating the figure of merit (5.18) between the Hermitian form $\mathbf{Q}=\mathbf{H}^{\dagger} \mathbf{H}$ and its nearest centroid $\mathbf{G}_{c}$.
We propose a numerical approach to evaluate the figure of merit. A high number of points $\mathbf{x}$ are generated uniformly within a cube centered at the origin with edge length equals $2 d_{\text {min }}$,
where $d_{\text {min }}$ is the minimal Euclidean distance of the lattice $\Lambda_{\mathbf{Q}}$ associated to $\mathbf{H}$. To determine both $I_{\mathcal{V}_{\mathbf{Q}}}(\mathbf{x})$ and $I_{\mathcal{V}_{\mathbf{G}_{c}}}(\mathbf{x})$, we apply the sphere decoder [1], [63] around the origin. For example, when the decoder is applied for the lattice associated to $\mathbf{Q}, I_{\mathcal{V}_{\mathbf{Q}}}(\mathbf{x})=1$ if the point $\mathbf{x}$ is decoded as $\mathbf{0}$ and $I_{\mathcal{V}_{\mathbf{Q}}}(\mathbf{x})=0$ otherwise.

Figure 5.15 illustrates the figure of merit $\mu\left(\mathbf{Q}, \mathbf{G}_{c}\right)$ for different scenarios, where $\mathbf{G}_{c}$ denotes the centroid associated to the Hermitian form Q. In Fig. 5.15 , the notation $(n, K)$ means that the dimension of the Hermitian form is $n$ and $K$ is the size of the codebook. We plot the figure of merit of 10 different Hermitian forms for $(2,20)$, $(2,512)$ and $(4,1024)$. It seems that the scenario $(2,512)$ achieves almost the best performance with respect to $(2,20)$. In average, $\mu\left(\mathbf{Q}, \mathbf{G}_{c}\right)$ is close to 0.9 for the best one and it is less than 0.8 for $(2,20)$. The case $(4,1024)$ oscillates between 0.5 and 0.7 , which means that $50 \%$ to $70 \%$ of generated points belong to both $\mathcal{V}_{\mathbf{Q}}$ and $\mathcal{V}_{\mathbf{G}_{c}}$.

Therefore, given the results depicted on Fig. 5.15, one could deduce that the resemblance between one channel and its associated centroid is more tight in case of $n=2$, even with a small codebook size than in case of $n=4$. This observation will be noticed also in the following sections.


Figure 5.15: Classification is based on geodesic distance. Figure of merit for ( $n=2, K=20$ ), ( $n=2, K=256$ ), $(n=4, K=1024)$ cases.

### 5.6.2.2 Validation based on error rate

Another characterization for the geometrical resemblance between a MIMO channel and its associated centroid is considered in this section.

## Principle

This criterion consists in comparing the channel to its centroid by detecting the transmit signal while having the centroid as an estimate for the channel.

Let $\mathbf{H}$ be a $n \times n$ MIMO channel matrix with Gram matrix $\mathbf{G}=\mathbf{H}^{\dagger} \mathbf{H}$. Rewriting the MIMO channel model (5.2) leads to

$$
\mathbf{r}=\mathbf{H z}+\boldsymbol{v}
$$

where $\mathbf{r}$ denotes the received vector, $\mathbf{z} \in(\mathrm{M}-\mathrm{QAM})^{n}$ is the transmit signal, and $\boldsymbol{v}$ is an AWGN vector with variance $2 N_{0}$ per complex dimension.

The current validation aims at decoding the transmit signal $\mathbf{z}$ using the Gram matrix of the centroid $\mathbf{G}_{c}$ instead of the channel Gram matrix $\mathbf{G}$. This is equivalent to minimize the following metric over $\mathbf{z} \in(\mathrm{M}-\mathrm{QAM})^{n}$

$$
\begin{equation*}
\hat{\mathbf{z}}=\arg \min _{\mathbf{z} \in(\mathrm{M}-\mathrm{QAM})^{n}}\left\|\mathbf{y}-\mathbf{R}_{c} \mathbf{s}\right\|^{2} \tag{5.19}
\end{equation*}
$$

where $\mathbf{R}_{c}=\sqrt{\mathbf{G}_{c}}, \mathbf{G}_{c}$ is the centroid associated to the Hermitian form $\mathbf{G}$, and $\hat{\mathbf{z}}$ is an estimate for $\mathbf{z}$.
One could notice that this criterion is close to the one based on the Voronoi region comparison. However, the previous criterion considers the lattice Voronoi region which is not necessary equal to that of the lattice constellation associated to the MIMO channel (section 2.1.4). The evaluation of the error probability using the channel centroid $\mathbf{R}_{c}$ is equivalent to comparing the Voronoi regions of lattice constellations associated to $\mathbf{R}_{c}$ and $\mathbf{H}$.

## Simulation results

To use this criterion, we classify first 4 different channels, generated at random, to determine their associated centroids. Then, we decode the signal $\mathbf{z}$ as given in (5.19). To reduce the complexity of the detector, a sphere decoder [1], [63] could be applied. Simulation results are plotted in Figs. 5.16, 5.17, and 5.18 in terms of point error probability wrt the transmit SNR per bit. The notation (index,K) means that the index of the channel is index and the size of the codebook used for the classification is K, e.g. $(2,20)$ denotes the performance of the channel 2 using a codebook whose size is equal to 20 . Notice that $K=\infty$ (optimal case) means that the detection is based on a perfect estimation of the channel $\mathbf{H}$.
For this criterion, the classification will be validated by evaluating the gap between two cases for the detection:

1. the optimal case where the channel is perfectly known at the receiver, i.e. $K=\infty$.
2. the sub-optimal case where the channel is estimated with its associated centroid.

Notice that the choice of $K$ in simulations is done randomly. We believe that there may be a more intelligent way to find the optimal codebook size regarding the dimension $n$ and the quantization metric.
The two first figures, 5.16 and 5.17, illustrate the performance for 2-dimensional Hermitian forms when applying 4 -QAM and $16-\mathrm{QAM}$ on transmit antennas. We consider, for instance, the channel indexed by 1, 2, 4, 5 in Fig. 5.15. It is clear in both figures that increasing the size of the codebook improves the performance. For example, in Fig. 5.16, for the channels of index 1 and 5 , the loss in SNR is negligible ( $<0.1 \mathrm{~dB}$ ) for $K=512$ and $\geq 0.6 \mathrm{~dB}$ for $K=20$, at error
probability close to $10^{-3}$, with respect to the optimal case. Also in Fig. 5.16, the loss in SNR for the channel of index 4 is divided by two when moving from 20 to 512 in codebook size. In addition, both figures 5.16 and 5.17 show that the distance between the channel of index 2 and its centroid is the highest and the loss in SNR is more significant for $K=20$ than for $K=512$. In this case, the detection with the centroid leads to a significant loss for the all codebook and constellation sizes. This conclusion could be made provided the simulation results plotted in Fig. 5.15 which shows a low figure of merit for this channel.
In Fig. 5.17, the loss in SNR due to the estimation error (using $\mathbf{R}_{c}$ instead of $\mathbf{H}$ ) is more significant when using bigger constellation size, i.e. 16-QAM. It is more important for $K=20$ than for $K=512$. Indeed, for the same channel (index $=1$ ), the loss is equal to 2 dB for $K=512$ and much higher for $K=20$, at error probability equal to $10^{-3}$.

The last figure 5.18 corresponding to $n=4$ and 4 -QAM applied on transmit antennas, shows that a codebook of 1024 is insufficient to well represent $4 \times 4$ MIMO channels. The lowest SNR loss is given by the channel of index 5 . At error probability equal to $10^{-3}$, this loss is about 4.3 dB. This result could be deduced also when observing Fig. 5.15.

## Conslusions

To conclude, the estimation of MIMO channel with its associated centroid leads to a loss over a perfect channel estimation in terms of error probability. This loss increases wrt the dimension of the channel matrices and on the modulation size. Therefore, a high codebook size is recommended for high $n$ and $M$. The adjustment of this size depends on the application constraints. It should be noticed that the introduction of channel coding in the considered transmission scheme should reduce the required codebook size. Indeed, to determine this size for coded system, lower error probability should be considered $\left(\leq 10^{-2}\right)$. In this case, the loss in SNR is reduced even for $n=4 \mathrm{wrt}$ PER $=10^{-3}$. Hence, we can use a codebook with acceptable size.

After evaluating the accuracy of our classification by comparing MIMO channels to their associated centroids using Voronoi regions and error rates, we propose in the following section an application of this classification to closed-loop MIMO systems e.g. beamforming.

### 5.7 Application of the classification algorithm to closed-loop MIMO systems

The closed-loop MIMO systems are the wireless systems where CSI is assumed at the transmitter (e.g. beamforming). The CSI could be a full knowledge about the channel matrix or a partial knowledge of this matrix. In this study, we focus on systems that converts the MIMO systems into a bank of scalar channels. This operation requires the knowledge of the precoder matrix $\mathbf{U}$ at the transmitter. The matrix $\mathbf{U}$ is obtained by applying the singular value decomposition (SVD) on the MIMO channel matrix $\mathbf{H}$ :

$$
\begin{equation*}
\mathbf{H}=\mathbf{V} \sqrt{\mathbf{D}} \mathbf{U}^{+} \tag{5.20}
\end{equation*}
$$

where $\sqrt{\mathbf{D}}=\operatorname{diag}\left(\sqrt{\lambda_{1}}, \ldots, \sqrt{\lambda_{m}}, 0, \ldots, 0\right)$ is a diagonal matrix, $\mathbf{V}$ and $\mathbf{U}$ are unitary matrices and $m$ is the channel rank.
By applying the basis change matrices $\mathbf{V}^{\dagger}$ and $\mathbf{U}$ on the model (5.2) at the receiver and the


Figure 5.16: Point error rate performance for $n=2$ antennas using centroids for detection. Classification using geodesic metric. Components of $\mathbf{z}$ are Gaussian integers taken from a 4-QAM constellation (uncoded).
transmitter respectively, the MIMO channel is transformed into $m$ parallel and independent SISO channels:

$$
\begin{equation*}
\mathbf{V}^{\dagger} \mathbf{r}=\sqrt{\mathrm{D}} \mathbf{z}+\mathbf{V}^{\dagger} \boldsymbol{v} \tag{5.21}
\end{equation*}
$$

For these systems, the SVD operation is often performed by the receiver which could have an estimate for the channel matrix, for example through a training sequence. Then, a feedback link is required to inform the transmitter about the precoder matrix $\mathbf{U}$. In practice, a limited-rate feedback is provided, which entails the quantization of the matrix $\mathbf{U}$. Unfortunately, a quantizer in MIMO systems generally needs a codebook size that grows exponentially with the product of the transmit and the receive antennas, $2 n_{t} \times n_{r}$ [39]. For example, when $n=n_{t}=n_{r}=4$, the matrix $\mathbf{U}$ has 32 parameters that should be quantized every $T_{c}$ channel use. This means that the number of bits necessary to quantize the precoder matrix is exponential in 32 , which exceeds the capacity of practical wireless systems. Therefore, it is important to design intelligent algorithms to quantize complex matrices (e.g. U) under the constraint of a limited-rate feedback.

Several approaches were proposed in the literature to quantize the matrix $\mathbf{U}$ with a few bits. Most of them were designed to optimize a given criterion, e.g. maximize capacity or minimize error rate [39], [38], [43], [40]. In [38] and [43], the authors focused on beamforming technique and proposed to quantize only a column vector of the matrix $\mathbf{U}$ which corresponds to the highest mode. Their quantization strategies are then limited to applications consisting in the transmission of a single data stream (e.g. beamforming), although capacity in MIMO systems can increase with the transmission of multiple data streams simultaneously [59], [21].


Figure 5.17: Point error rate performance for $n=2$ antennas using centroids for detection. Classification using geodesic metric. Components of $\mathbf{z}$ are Gaussian integers taken from a 16-QAM constellation (uncoded).

We propose in the next section to apply our classification algorithm to quantize the overall precoder matrix $\mathbf{U}$.

### 5.7.1 Evaluation of the classification quantization

## Quantization using the classification

The quantization is performed at the receiver side and it is composed of two steps. The first step consists in finding the nearest centroid $\mathbf{G}_{c}$ to the Hermitian form $\mathbf{G}=\mathbf{H}^{\dagger} \mathbf{H}$. The second step applies the diagonalization on $\mathbf{G}_{c}$ as

$$
\begin{equation*}
\mathbf{G}_{c}=\mathbf{U}_{c} \cdot \mathbf{D}_{c} \cdot \mathbf{U}_{c}^{\dagger} \tag{5.22}
\end{equation*}
$$

Finally, the obtained matrix $\mathbf{U}_{c}$ is considered as an estimate for $\mathbf{U}$. The next section evaluates the performance of the quantization using the classification algorithm.

In the following, we examine the performance of the proposed approach to quantize the matrix $\mathbf{U}$. This consists in evaluating the diagonalization operation using the matrix $\mathbf{U}_{c}$ at the transmitter and $\mathbf{V}_{c}$ at the receiver.
To do this, we check the coefficients of the obtained matrix

$$
\sqrt{D^{\prime}}=\mathbf{V}_{c} \cdot \mathbf{H} \cdot \mathbf{U}_{c}=\mathbf{U}_{c}^{\dagger} \cdot \mathbf{U} \cdot \sqrt{\mathbf{D}} \cdot \mathbf{U}^{\dagger} \cdot \mathbf{U}_{c}
$$



Figure 5.18: Point error rate performance for $n=4$ antennas using centroids for detection. Classification using geodesic metric. Components of $\mathbf{z}$ are Gaussian integers taken from a 4-QAM constellation (uncoded).

We compute the ratio, $\rho_{i=1, \ldots, n}$, between a diagonal element and all the elements lying in the same row of the matrix $\sqrt{D^{\prime}}=\left[d_{i j}^{\prime}\right]$, that is

$$
\begin{equation*}
\rho_{i}=\frac{\left|d_{i i}^{\prime}\right|^{2}}{\sum_{j=1}^{n}\left|d_{i j}^{\prime}\right|^{2}} \tag{5.23}
\end{equation*}
$$

When $\rho_{i}$ approaches 1 for all $i$ between 1 and $n$, the matrix $\sqrt{D^{\prime}}$ could be considered as a diagonal matrix. Therefore, the classification is said to well quantize the matrix $\mathbf{U}$.

Figures 5.19 and 5.20 illustrate the distribution of the parameter $\rho_{i=1, \ldots, n}$, assuming an increasing order ( $\rho_{1} \leq \rho_{2} \leq \cdots \leq \rho_{n}$ ), for the geodesic and Frobenius metrics. It is noticed that for 2-dimensional Hermitian space, a codebook of 512 well quantizes the matrix U, whereas the quantization with a small codebook of 20 centroids is worse. For this case, it seems that the geodesic distance diagonalizes better the matrix $\mathbf{D}^{\prime}$ than the Frobenius distance, for both codebook sizes. In 4-dimensional space, the classification performance for the diagonalization degrade, and the matrix $\sqrt{D^{\prime}}$ couldn't be considered as a diagonal matrix for a codebook size equal to 256 with both metrics. Indeed, the majority of matrices $\sqrt{D^{\prime}}$ have the parameter $\rho_{i=1, \ldots, n}$ lower than 1, which means that the estimation error due to quantization is not negligible and could lead to inter-symbol interference. Therefore, to have better performance for $n=4$, a bigger codebook is required. Notice that $\rho_{1}$ and $\rho_{4}$ are closer to 1 for the Frobenius metric than for the geodesic one, and the inverse is observed for $\rho_{2}$ and $\rho_{3}$.


Figure 5.19: Distribution of the parameters $\rho_{1}, \rho_{2}$ given in (5.23). Classification with geodesic and Frobenius metrics when $(n=2, K=20)$ (on the top) and ( $n=2, K=512$ ) (on the bottom).


Figure 5.20: Distribution of the parameters $\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}$ given in (5.23). Classification with geodesic and Frobenius metrics when ( $n=4, K=256$ ).

As an application for this quantization, we study in the sequel the beamforming technique.

### 5.7.2 Application of the classification to beamforming

Now, after focusing on the performance of the proposed approach to quantize the precoder matrix $\mathbf{U}$, we use it in the sequel for the beamforming technique. This section presents first the proposed beamforming scheme using the classification algorithm. Then, the performance (in terms of error rate) of the designed scheme for MIMO-beamforming systems are compared to the optimal case where a perfect estimation of the matrix $\mathbf{U}$ is assumed at the transmitter (i.e. $M S D=0$ ).

### 5.7.2.1 Beamforming scheme

Beamforming [2] in MIMO systems works in two steps. The first step transforms the MIMO system into a finite number of SISO systems (or channel modes). The second step activates only the strongest mode and send the signal accordingly. Thanks to the combination of received signals from the multiple antennas, such systems can attain full diversity order in flat-fading Rayleigh channels [37], [24], [45], [34]. Regarding the benefits of this technique, MIMO beamforming is proposed for high data rates wireless LANs (IEEE 802.11) and for broadband wireless MANs (IEEE802.16).

Figure 5.21 illustrates our designed scheme for transmit beamforming. Given a perfect channel estimation and using the classification procedure described in algorithm 3 , the receiver searches the centroid associated to the current channel. Then, it sends the index of the corresponding class to the transmitter via a feedback which is assumed error free. After that, the transmitter
applies the matrix $\mathbf{U}_{c}$ (eq. (5.22)) as an estimate for $\mathbf{U}$. Only the strongest mode, corresponding to the highest eigenvalue, is selected for the transmission. Notice that the feedback necessitates only $\log _{2}(K)$ bits where $K$ is the codebook size. For example, if $K=256,8$ bits are only needed to quantize the matrix $\mathbf{U}$. The matrices $\mathbf{U}_{c}$ corresponding to the different centroids are stored in a lookup table. Having the centroid index, the transmitter finds the appropriate matrix $\mathbf{U}_{c}$ in this table.

The receiver applies the matrix $\mathbf{V}_{c}$ on the received signal $\mathbf{r}$, where

$$
\mathbf{V}_{c}=\mathbf{U}_{c}^{\dagger} \cdot \sqrt{\mathbf{G}} \cdot \mathbf{H}^{-1}
$$

and $\mathbf{G}=\mathbf{H}^{\dagger} \mathbf{H}$.
It is noticed that the receiver can use the matrix $\mathbf{V}$ given in (5.20) instead of the above matrix $\mathbf{V}_{c}$ since it has a perfect channel estimation. Nevertheless, we find via simulations that the diagonalization performance with $\mathbf{V}$ are worse than with $\mathbf{V}_{c}$.


Figure 5.21: System model with the proposed beamforming scheme using the MIMO classification.

### 5.7.2.2 Simulation results

Applying the uncoded transmission scheme depicted in Fig. 5.21 to different scenarios leads to the simulation results plotted in Figs. 5.22 and 5.23. In both figures, the notation (dist_type,K) means that the distance between Hermitian forms is measured based on dist_type (geodesic or Frobenius) for a codebook size equal to K. Perfect estimation corresponds to the optimal case where the precoder matrix $\mathbf{U}$ is estimated without error (i.e. $K=\infty$ ).

Figures 5.22 and 5.23 illustrate the error rate per bit as a function of the transmit SNR for $n=2$ and $n=4$, respectively. As expected, the quantization provides good performance for $n=2$, a low codebook size ( $K=20$ ) and a 4-QAM modulation with both geodesic and Frobenius. However, increasing the modulation size (16-QAM) degrades the performance, especially for $K=20$. This impact is negligible for the geodesic distance with $K=512$. For all cases, it is noticed that the geodesic distance performs better than the Frobenius distance in terms of error
rate. This result could be observed in Fig. 5.19 where the parameter $\rho_{2}$ is close to 1 for $K=20$ and $K=512$. Moreover, Fig. 5.22 shows the improvement of the diversity order from 2 to 4 when applying the mode selection.
Besides, in Figs. 5.22 and 5.23 , the antenna selection, introduced in chapter 4, is compared to the beamforming (called also mode selection). The selection is achieved by activating only the transmit antenna that maximizes the received SNR. In both figures, the performance with the mode selection are better than with the antenna selection. Indeed, a gain of about 1dB in SNR is noticed at error rate equal to $10^{-5}$.

When $n=4$, the selected mode corresponds to the parameter $\rho_{4}$ in Fig. 5.20. This figure showed that the classification does not well perform the diagonalization for both metrics, which could lead to interference-inter symbol that impacts badly the decoding procedure. Indeed, this impact is observed in Fig. 5.23 where performance are degraded with $K=256$.

As conclusions, based on simulation results, it appears that the performance (in terms of error rate) of the beamforming scheme using the classification comparing to the optimal one (perfect estimation of the precoder matrix) depend on the chosen metric, the channel dimension, the codebook size, and the modulation size on the transmitter. For low dimension $n=2$, we noticed that the classification with the geodesic distance performs closer to the optimal one than the Frobenius distance for $n=2, K=512$ and different modulation sizes.
When $n=4$ and $K=1024$, the loss in performance using the classification approach are very important with both distances.

### 5.7.3 Potential application for the classification

Recall that the use of the precoder matrices $\mathbf{U}$ and $\mathbf{V}$ (5.20) at the transmitter and the receiver conveys the MIMO system into a parallel and independent SISO systems. In the previous section, we showed how the classification could be used to quantize the matrix $\mathbf{U}$.
We propose a second application to the classification for coded MIMO systems. It is known that applying some channel coding algorithms (e.g. LDPC codes, turbo codes, convolutional codes, etc) in MIMO systems increases the computation complexity due to the likelihoods [10], which are exponential in $n, 2^{n \log _{2}(M)}$, where $M$ is the modulation size and $n=n_{t}=n_{r}$. With the diagonal model (5.21), the likelihoods are computed for each SISO channel and not for the whole MIMO channel. This fact decreases the complexity from exponential in $n$ to linear in $n$. Therefore, the proposed approach to diagonalize the MIMO channel could be used in this context to decrease the complexity of the decoding process.
This section gives some initial results for this application. The performance of the proposed approach in coded MIMO systems will be illustrated later.
We present, in the following, the performance of the diagonal model (5.21) while using all the modes. This allows to predict these performance while introducing the channel coding. Figures 5.24 and 5.25 illustrate the error rate per bit wrt the transmit SNR. The notations used in Figs. 5.22 and 5.23 remain valid in the current figures. For $n=2$, it is noticed in Fig. 5.24 that geodesic distance performs better than Frobenius distance for $K=20,512$ and modulation size $M=4,16$, as expected from Fig. 5.19. It is clear that the quantization performance depends on the codebook size for both distances. The impact of the quantization is observed at high SNR. For the different cases, the error probability approaches a limit that depends on the codebook size and the selected distance. This behavior is conditioned essentially by the lowest mode which has the highest contribution in the inter-symbol interference.


Figure 5.22: Bit error rate for the best eigen mode SISO channel resulting from the SVD of $2 \times 2$ static MIMO channel using the proposed quantization approach for beamforming. 4-QAM modulation (on the top) and 16-QAM modulation (on the bottom) applied on Tx antennas.


Figure 5.23: Bit error rate for the best eigen mode SISO channel resulting from the SVD of $4 \times 4$ static MIMO channel using the proposed quantization approach for beamforming. 4-QAM modulation applied on Tx antennas.

When introducing the channel coding, the performance should be improved with respect to the uncoded case. Therefore, it may be sufficient to focus on the classification performance at low error probability $\left(\leq 10^{-2}\right)$ for uncoded system. In this case, the geodesic distance with $K=512$ could be a good quantizer for both 4-QAM and 16-QAM.

For $n=4$, the quantization of the precoder matrix $\mathbf{U}$ with $K=256,1024$ in Fig. 5.25 does not provide good performance in terms of error probability per bit. The impact of the quantization error is significant in this case. This is expected from Fig. 5.20 where the matrix $\sqrt{D}^{\prime}$ couldn't be considered as diagonal for the majority of channels. A higher number of centroids is suggested.

## Conclusions

This chapter described our proposed classification algorithm of Hermitian forms in multidimensional space. The classification procedure aims to quantize any Hermitian form by finding an appropriate representative (or centroid) which belongs to a given codebook. To design this algorithm, we derived a new metric, called geodesic, which measures the distance between Hermitian forms. We defined also a way to build a codebook using Lloyd algorithm. The classification algorithm was proposed first for MIMO channels by considering their associated Hermitian forms. Then, it was extended to lattices.

In the second part of this chapter, we evaluated the performance of the MIMO classification algorithm. First, we focused on the distribution of the MIMO channels between classes as well


Figure 5.24: Bit error rate performance for 2 SISO channels resulting from the SVD of $2 \times 2$ static MIMO channel using the proposed quantization approach. 4-QAM modulation (on the top) and 16-QAM modulation (on the bottom) applied on Tx antennas.


Figure 5.25: Bit error rate performance for 4 SISO channels resulting from the SVD of $4 \times 4$ static MIMO channel using the proposed quantization approach. 4-QAM modulation applied on Tx antennas.
as the distribution of the centroids wrt the Hermitian form space origin, $\mathbf{I}_{n}$. Two channel models were used for simulations: correlated and uncorrelated models. We noticed that the classification distributes the channels uniformly between classes for both models when using geodesic distance. However, this distribution depends on the selected model when Frobenius distance is adopted as the classification metric. When $n$ is high $(n=4)$, simulation results showed that almost all the centroids lie in the same orbit wrt the origin, for a codebook size of 256 or 1024 and both metrics (geodesic and Frobenius). Thus, one could deduce that a bigger codebook size is required for $n=4$. Second, we considered two criteria, Voronoi regions and error probabilities, to measure the resemblance between a MIMO channel and its associated centroid. Simulations were carried out only with geodesic distance. We found that the classification provides a good representative for $2 \times 2$ MIMO channels, with an acceptable codebook size. However, for higher dimension, $n_{t}=n_{r} \geq 3$, the performance degrade and a large codebook size may be necessary to well represent a MIMO channel with its nearest centroid.

Finally, we proposed to apply the classification to closed-loop MIMO systems, e.g. beamforming. Our algorithm is used at the receiver side to find the nearest centroid to the MIMO channel. Then, the transmitter is informed about the centroid index to select its corresponding precoder matrix (stored in look-up table). We compared the performance, in terms of error probability, of our approach to those with the optimal case (without estimation error due to classification). It appears that the performance for both cases are close with small constellation size (4-QAM) even for low codebook size with geodesic and Frobenius metrics. Nevertheless, the impact of the interference due to the estimation error increases with higher constellation size (16-QAM). This impact is still negligible with geodesic distance when using a large codebook size of 512. When $n_{t}=n_{r}=4$, as noticed for the above criteria, a bigger codebook size is needed to get rid of
the interference even when only the best mode is used. At the end of this chapter, we outlined a potential application for the classification in coded MIMO systems. The classification can be used to diagonalize the MIMO channel into a finite SISO channels. Then, the decoding process could be achieved more easily for each SISO channel instead of processing the whole MIMO channel. This decreases the complexity of the decoding process in MIMO channels.

## Conclusions and perspectives

## Conclusions

In this report, we focused on uncoded MIMO systems with spatial multiplexing scheme at the transmitter. Wireless channels were assumed to be frequency non-selective and quasi-static, and a perfect CSI was supposed only at the receiver.

First, we studied the performance of such systems in terms of error probability when one or distinct modulations are applied on the transmit antennas. Considering the lattice constellation associated to the MIMO channel and using lattice theory, we derived an accurate approximation for the conditional error probability. This approximation was computed at first for the case when more antennas are available at the receiver side. Then, we generalized this approximation without any constraint on the number of antennas. Monte-Carlo simulation results for both cases showed the accuracy of our analytical approximation for different antenna and modulation configurations. The derived approximation was also compared to a simple bound for the lattice associated to the MIMO channel. Simulations showed a loss in SNR of about 2dB with the simple bound over the one proposed for $4 \times 4$ MIMO system and 4 -QAM on transmit antennas. Finally, The complexity of our approximation was outlined.

Two applications were suggested for the derived error probability approximation: adaptive modulation and antenna selection. We proposed an efficient algorithm to adapt modulations while maximizing the total spectral efficiency and satisfying a constraint on error probability. This algorithm considers a short list of modulation combinations and uses the dichotomy method to go through the list. This leads to a reduced complexity. The proposed adaptive modulation scheme was compared to another one using the simple bound that is indicated in the previous paragraph. It was also compared to the non-adaptive scheme with different modulation configurations. For both cases, $4 \times 4$ quasi-static MIMO system and distinct modulations on transmit antennas case were assumed. It was shown that the proposed adaptive algorithm achieves the highest performance in terms of spectral efficiency while keeping the error rate close to the target one.
For antenna selection, we outlined at first the benefit of this technique in maintaining the diversity order even with a reduced number of active antennas for SIMO systems. We derived an error probability bound for such systems with antenna selection. Then, we illustrated our algorithm using the derived approximation as a selection criterion. Finally, we presented the performance achieved with antenna selection assuming different selection criteria and different receiver schemes. For each scheme, we noticed that with the same number of active antennas, the selection improves the performance comparing to the non selection case for different cri-
teria. The selection introduces an additional diversity order and an SNR gain for most of the selection criteria. We noted that the proposed selection criterion provides the best performance for ML detectors. Nevertheless, for sub-optimal receivers, it achieves the worst performance. This could be justified by the fact that the proposed approximation was derived assuming a ML detection at the receiver.

At the end of this thesis report, we proposed a classification algorithm for MIMO channels by considering their associated Hermitian forms. This algorithm could be used for adaptive modulation and adaptive channel coding. To apply this algorithm in MIMO channels, we derived a new metric, geodesic distance, that can be used for the corresponding Hermitian forms. Then, we adapted it to lattices. Our proposed metric was compared to the natural distance, known as Frobenius metric. Simulation results showed the performance of the proposed classification to quantize MIMO channels, with both geodesic and Frobenius metrics. We noted that the classification with geodesic distance leads to a uniform distribution of MIMO channels between classes for correlated and uncorrelated models. However, with Frobenius distance, the distribution between classes is different, according to the chosen model. The validation of the classification was achieved by comparing some properties of the classified channels to those of the associated centroids, such as Voronoi regions and error probabilities. For both criteria, we noticed that the classification provides good representatives for $2 \times 2$ MIMO channels, with an acceptable codebook size. Unfortunately, for high dimension ( $n_{t}=n_{r} \geq 3$ ), a bigger codebook size is necessary for both metrics to well represent a MIMO channel with its nearest centroid. As an application for the classification, we illustrated the closed-loop systems, e.g. beamforming. The transmitter uses the centroid as an estimate for the channel to evaluate its precoder matrix. Then the highest eigen mode is selected for the transmission. For both distances, we noticed that the estimation error impact is negligible for $2 \times 2$ MIMO systems and 4-QAM even with the small codebook size. For $4 \times 4 \mathrm{MIMO}$ systems, a large codebook size is required to get rid of the interference even when only the best mode is used. A potential application of the classification for coded MIMO was also outlined. The proposed algorithm could be used to diagonalize MIMO channels to obtain a finite SISO channels. Then, the decoding process performs on each SISO channel instead of working on the whole MIMO system. This method leads to a significant complexity decrease for the decoding process in MIMO channels.

## Perspectives

The current classification algorithm requires a large codebook size to well quantize MIMO channels in high dimension ( $n_{t}=n_{r} \geq 4$ ). This is impractical for real wireless systems that are designed with a limited-rate feedback. We are studying some approaches to improve this algorithm and use it for high dimensional MIMO channels with an acceptable codebook size.

Another improvement for the proposed classification algorithm aims to determine the optimal codebook size or equivalently the number of classes with respect to different parameters: e.g. the selected quantization metric, the dimension of the Hermitian space and the target quantization distortion (i.e. target QoS). One possible approach from information theory point of view consists in deriving the distortion-rate function associated to a given metric. The distortion represents the distance between a MIMO channel and its appropriate centroid and the rate is equal to $\log _{2}(K)$, where $K$ denotes the codebook size. Therefore, according to the allowed distortion, a minimum codebook size could be determined.

Finally, for MIMO systems with a fixed total power, adapting the transmit power to channel conditions over the different antennas could improve the performance. The water-filling algorithm is a good approach to increase the capacity in MIMO systems comparing to the uniform power allocation approach [21], [59]. Unfortunately, this technique requires some knowledge about the channel at the transmitter. The proposed classification algorithm could be used for such applications to give an estimate for MIMO channel under the constraint of a limited-rate feedback.
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